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Sampling Issues in Business Surveys

Sample surveys conducted by statistical agenci€ss)Nespecially those that are of common
interest in a harmonised European context, arellyseaetitive surveys, carried out at certain
frequencies for example monthly, quarterly or aligud@his note aims at providing a brief
overview over the problems that emerge when deasigsuch surveys in European countries. We
will focus on business surveys aimed at estimatcwnomic variables, which are a key part of the

European Statistics, where a common framework, gighity and comparability are needed.

We emphasize right at the outset that, given tisé itarature on sampling techniques, the
purpose of the present note is only to give a lmiattical overview over some important

sampling issues in official statistics.

Business surveys and target variables

The purpose of economic surveys is to provide atoegate picture of the continually changing
economy of a country. We want to know the curré¢aiesof the economy which leads to a
demand foestimates of levadf variablessuch as production, employment, export, import,
investment and their distribution between industaad regions. But, and often of even greater
importance, we want to know how these variablesighaver time, which leads to a demand for
estimates of chang@his level/change duality is an important consatien when designing

continuing business surveys.

In sampling statistical terms a level usually cep@nds to #arget parameterwhich is a sum of
variable values over a finite population. Levelsdpecific industries or regions correspond to
sums of variable values over subdomains of thisufadjon. Certain kinds of levels such as
percentage shares of subdomains and the likeakes the form of ratios between two such sums.

In practice the estimates of these ratios will llguze taken from the same sample.

A change is also a ratio but in the time dimensibrefers to the ratio between levels in two
periods. An important statistical complication wéstimates of change is that the population

changes between the periods, to a greater or srmeatkent. This means that the same unchanged
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sample cannot without some bias represent botbgrin practice, estimates of change are
sometimes (typically between consecutive monthguarters) based on the same sample,
sometimes based on different samples (typicallweenh years).

A survey has almost always multiple purposes,adtlen the sense that a number of different
levels (for the whole population as well as subdosjaas well as changes over time (from last
month, from same month last year etc.) are requodxt estimated. This fact complicates the
search for the best designs of a survey, since ishmst for one kind of target parameter could be

less than optimal for another parameter

The size of the business is a crucial aspect irbaisiness survey. It correlates more or less
strongly with most target variables and needs ttaken into account in the sampling or the

estimation stage, or both. Different approachekimregard will be discussed in this note.

Some common sampling methods

Simple random sampling and systematic sampling

In simple random samplin@rs) each unit of the population is drawn witd #ame inclusion
probability. Sampling is in practice always withoaplacementstswr), since we do not want

multiple representations of the same unit.

In systematic sampling$, units in the frame are included at fixed intésvaccording to the
sampling fraction. A random starting point is takear example, if the sampling fraction is 0.1 a
random starting point from 1 to 10 (the invers®.if) is taken. Say that we obtain 8 as our starting
point. The sample will then consist of units num®et 8, 28, etc. in the frame. If the frame order

is effectively random, then ss and srs are intmaequivalent procedures.

It is highly unusual to use only srswr or ss asst@pling designs in official surveys. This is
especially the case in business surveys, whergizbeof the sampling unit is correlated with the
target variable. But srswr is often a componerd obmposite sampling design such as stratified

designs.
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Stratified sampling

In stratified sampling the population is dividedoimon-overlapping subpopulations called strata.
In business surveys stratification serves at lgmse different purposes:

» To ascertain that certain subdomains in the pojonl@re adequately represented by a
minimum sample size. Subdomains are often indissattie@ certain level of the standard
industrial classification but could also be regiohs country.

» To allow for different sample shares of units dfatientsize Often the very largest
businesses are sampled with certainty in a soectdke-all stratum. Below the take-all
stratum successively smaller sample shares arefoissohaller businesses. If the measure
of size is the number of employees, size stratiboacould look like: i) more than 250, ii)
50-249, iii) 10-49, iv) 0-9 employees. Size is aftmmbined with industry into a matrix
stratification according to industry x size. Theesstratification does not need to be the
same for all industries.

Within strata srswr is often used. This type ofigiegjives rise to theptimum allocation
problem. Optimum allocation refers to i) choosihg best number of strata, ii) setting the
appropriate stratum boundaries and iii) allocathmgtotal sample (or more generally the
total budget) to different strata. This problendiscussed in more detail below.

» To allow for different detailed sampling or measneat designs in different strata. It is
often the case that different industries or smdillesinesses need to be approached with
different questionnaires. They may also need tdraen from different sampling frames.
A stratified design allows for greater flexibility adjusting the sample design to the

practical needs and possibilities at hand.

Probability proportional to size sampling

An alternative to size stratificationips’ sampling, wheraps stands for probability (of inclusion
in the sample) proportional to size. (The ternoismstimes used also for designs which only give
approximate proportionality to size.) In fagis sampling is not a single method but rather sscla
of different methods depending of how ttps mechanism is definedps methods are not used
extensively today but they have some advantagashwihotivates us to give them a brief

mention here and they are actually used in somesgsir

2 Also called pps sampling
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An obvious advantage aps sampling is that it allows for a continuous tietaship between size
and inclusion probability. This is in contrast teesstratification where, for example, a company
with 50 employees may have the same inclusion ibtyaas one with 249 employees.

A disadvantage afps sampling, on the other hand, is that it is clifti to achieve a fixed sample
size with a relatively simple sampling method. Iinag for example, the most simplemds
designs (calle®Poisson sampling where the whole population is run through bymputer
program which includes unit j in the sample if aomm random variable takes on a valye x
which is smaller than the predefined inclusion jataility = for that unit. Obviously, then, the size

of the sample is also random (with expected vahﬁ“pl m;). Random sample sizes are clearly

undesirable, since they reduce one’s control dwessample and result in random cost and random

accuracy as well.

An approximatelytps sampling design, which allows for fixed sam@es isorder zps
sampling Exhibit 1 provides some more detail about thre@iing design. Order sampling
procedures are not exacttpgs, but in samples of sufficient size they canhmm to be
approximatelytps. Ordemps sampling is gaining increased popularity asaatpral and efficient

sampling design, for example in Swedish price amri®ess surveys.

Exhibit 1: Order mrps sampling

Here we will only describe the special case otstdpplication to the Swedish CPI). A uniform randnumbety;
between 0 and 1 and a variagkenx/ Zx;, wherex; is a size measure, are associated with each sampiit i and a
ranking variableQ is constructed as a functiondfandz. The units in the universe are then sorted inratiog order and
then units with the smallest value of the ranking valeadre included in the sample. Two important exasoif such
ranking variables are:

U. U(l-z
Q =— and Qi=7'( )
Z; z(1-U,)
Units, wherez 21 are first included with certainty and excludednfrthe frame. The procedure is then repeated tnatikt

are no such units in the frame after which the dengprocedure takes place according to (14) o}y.(15

The second variant of ranking varialde(sometimes referred to as Pargps) is a marginally better choice and is
therefore normally preferred.

A practical advantage of order sampling is thig @éasy to handle out-of-scope units, which areadiered after the
sample is drawn (but before collecting the obsémma). Such units are just omitted and replacethbyunits further down
the ordered list so that the sample size remam#tended one.
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Cut-off sampling

A very common element of business sampling desgyost-off sampling. In its pure form it
amounts to including all units above a certain #iweshold with certainty but none below that
threshold. The intuition behind this method is tifia variable distributions of companies are
often very skew, with a small number of companieanting for perhaps 80 or 90 percent of the
target parameter value. Where an estimate of chiartge first priority, the change in the largest

units may sometimes adequately represent thaeof/ttole population.

The obvious drawback of this method, however, & tio design-based inference to the whole

population is possible and thus not either an adivjeeneasure of accuracy.

The definition of cut-off sampling is somewhat lsed by the fact that one could always reduce
the target population to those above a certainaszkethen restrict the inferences made to this
reduced population. However, typically it is thesedhat the population of interest to the users is

really “all companies”, i.e., also those below the-off threshold.

Mixed designs

The methods mentioned above are often not usdeingure form. For example, we could have
* Industry + size stratification combined with srsmithin each stratum or

* Industry stratification tps sampling within each stratum.

In both cases some strata or units could be draiimosrtainty (all units included).

Also, cut-off thresholds are often employed asrgmadient in a composite sampling strategy.
One may for example have a stratified design inothe largest businesses with certainty,
taking a probability sample (srsgps) of the medium ones and excluding the smallgsinlesses
below a certain cut-off threshold. Such a desigkeaaense when there are strong reasons to
believe that the smallest businesses contributelite to the target parameter value or where

there are great difficulties in obtaining good @sges from the smallest businesses.
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Dynamic sampling issues (co-ordinated samples)

Most business surveys are repetitive, i.e., theycarried out according to basically the same
design over long time. This fact gives rise to dgiasampling issues such as.
» How often should a new sample be drawn?
» Should the whole sample be replaced at the sangedirehould it be refreshed gradually,
with some overlap?
» Which technique should be used in order to obteendesired overlap and rotation while

at the same time maintaining the basic probalpliperties of the sample?

Which are the considerations to judge issues hig?tWe suggest that there are three important

criteria here.

Optimise the accuracy of the samplée older the sample becomes, the less wellitwipresent
the population, where new units are entering addaks disappearing. An old sample will have a

large under- and over coverage.

On the other hand an estimate of change has smali@nce if the same sampling units are
included in both time periods. (But also the estera change has a bias caused by not

accounting for new units entering the population.)

Distribute the response burdeGompanies may get worn out by responding anthisrreason

need to be rotated out after a certain period.

Minimise initiation costsResponding to a complicated economic surveyleaiaing process, SO
that the time required to fill in the questionnagdongest the first time and then decreases in
subsequent response waves. Also the time needéukfstatistical agency to initiate a new

company into the survey, finding the right contaetson etc. is a factor here.

We can immediately see that these consideratiansita conflict with each other. The last one
provides a reason for never changing the sampleteais the first two call for rotation at some

suitable time intervals. A practical trade-off betm them has to be worked out.
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We will give one example of an automatic rotatieahnique here. Other methods are briefly

mentioned irFurther reading, below:

The permanent random number method

With the permanent random numbprr) method, each unit i (company, location etc.hia t
sampling frame is assigned a random numbelraivn independently from the uniform
distribution on the interval [0,1]. The frame urdi® then sorted in ascending order of theTKe
sample is composed of the firgtumits in the ordered list above a preset valuel@ich is unique
for a certain survey. This procedure is repeate@dah stratum h in the survey. It is proved that
this technique produces a simple random sampleouitteplacement.

This technique is used by Statistics Sweden isdtsalled SAMU system for sampling co-
ordination and rotation over time. The basic idethat the random numbers afe permanent, i.e.
retained over time. On each sampling occasion (athyronce a year) the permanent random
numbers are used to select a new sample. If there mo changes in sample size or in the
sampling frame the samples would be exactly theesaimall sampling occasions. In reality, there
will be changes due to i) changes in sample sigbirths and deaths among sampling units and
lii) changes in size or kind of activity of a conmyaresulting in a change of stratum. Nevertheless,
a high degree of overlap between samples of cotigegrears is achieved, which is desirable
since there are considerable initiation costs aatamtwith bringing new companies into a survey

and since a high degree of overlap results in mighecision for estimates of change.

The second advantage of the prn method is that#mgng value C could be chosen differently

for different surveys, resulting in a more fairtdisution of response burden among companies. If,
e.g., the sampling fraction is 10 % and the diffieeebetween the C values of two surveys is 0.5,
then the risk for overlap between the two sampleslevbe quite small. This effect is strongest for
small companies but normally these companies aethbse that are most sensitive to a large

response burden.

Yet another way to utilise the prn method is tat®the sample after some time. This is simply
achieved through moving the starting value C fergbrvey by a certain amount after a certain
number of years. This results in a more or lessptetaly new sample, especially for small

companies.
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A caveat for this method is that neither the disttion of response burden nor the rotation is
guaranteed for every single company although aekliéor the great majority of especially small
companies. Due to births, deaths and stratum clsangmuld happen that a certain company

could still be included in many surveys at the séime or not be rotated out as intended.

Estimators

In this section we give a very brief overview ogeme common estimators used in survey

sampling.

The Horvitz Thompson estimator

A very general type of estimator is the Horvitz-mmson (HT) estimator. We assume that we are
estimating a population (denoted U) total of a gtuariableyy, t=2, yk and start by defining an
inclusion probabilityr, for each element of the population of N unitszt#0 for all population

units then the following HT estimator can be shdwbe unbiased with respect to the sampling

desigr:

t= ZSA, where summation is over the samgleontainingn units. (1)
T,

Under srswra=n/N for all k and the HT estimator takes the followiiogm:

N
t= nzsyk (2)

Under stratified sampling with srs in each stratumith population sizé&l;, and sample size,

we haver,=ny/Ny, for all k and the HT estimator becomes

f=Zh':—h“Zsh Y, ®)

The factoNy/ny, which serves to enlarge the sample sum in oaleover the whole population,

is sometimes called thexpansion factor

Equations (1) to (3) assume that we have no ottiermation available than the population sizes
(and the stratification variable in (3)). But a aoon situation is that there exists prior informatio
for one or several auxiliary variables, which aperelated with the study variable. We will only

discuss the situation with one auxiliary varialolenotedky, here, referring the reader to common

® The definition of unbiasedness with respect tostm@pling design is that the expected value okgtienator over
all sample outcomes is equal to the desired pdpulaarameter.
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textbooks for the situation with several variabléae way of using the auxiliary variable ismjns

nX,

ZU Xk

sampling, where we define the inclusion probabrity= ,i.e., proportional to.*

Ratio and regression estimators

[Tps sampling uses the auxiliary variable in the dangstage. Another option is to use it in the
estimation stage. Two common estimators of thid lare the ratio and the regression estimators.
For illustration we provide a simple illustratioare of how they work in the case of only one

auxiliary variable.

Theratio estimatortakes the inverse sample fraction of the auxilieagiable as the expansion
factor:

f = % XX 3 v @)

A more general way of using auxiliary informati@through aegression estimatoA regression
estimator brings in the linear relationship betwremd y and relies on a particular regression
model for this relationship. For example, in the-aariable case, Wik=f1+ f2Xk, an srswr design
is used, and under some other assumptiongjgheral regression estimattakes on the form

t =EZS Y +,Bz(zu Xk _%zsxk) (5)

n

To provide some intuition for this estimator, omeild look at it as the simple HT estimator
according to (2), adjusted for the fact that we rhaye obtained a somewhat “biased sample”
with regard to the auxiliary variable. The adjustinictor within the brackets is then the
difference between the population sum pard the HT estimate of this sum, multiplied whie t
estimated regression coefficient for x.

With regression estimators, statistical modelsoaoeight into play. An important distinction in
modern sampling theory is betwegesign-based inferencevhich relies on the inclusion
probabilities of the sampling design for deriviihg properties of estimators amibdel-based
inference which instead relies on the statistical model @ample the regression model). The

general regression estimator is often referredtaraodel-assistedstimator, which is approxi-

* If this expression is larger than 1, we insteadrgel, obtaining a take-all stratum. The probabilities then
redefined to refer to the sum of theof the remaining part of the population. This mdare may have to be repeated
a number of times until there are no magel.
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mately unbiased under the sampling design buteasdéime time with good accuracy under the

statistical model used.

Optimum allocation

Given the specific circumstances for a certain syiiane always wants to choose the best
sampling strategy. The relevant circumstances delu
» The set of study variables for the survey and ti@ipy between them.
The set of subdomains for which estimates with i@ecuracy are needed.
The priority between estimates of level and es@®aff change.

The sampling frames, including auxiliary variablesjch could be used.

Y V V V

The budget available for the survey.

Unfortunately this general problem has too littieisture for a general theoretical analysis. The
issue of optimum allocation usually refers to aoaer problem, where the sampling design and
estimator are already defined and the problemvs toadistribute the sample over the population,
or equivalently how to specify the inclusion prolhi#ibs for all the population units.

Theoretical results

The classical case for an analysis of optimum atioa is for stratified sampling, where srswr is
used for sampling within strata. There are theedhssues:

» How many strata?

» Which boundaries between strata?

» How to allocate the total sample (total budgethedifferent strata?

Concerning the first question, a first considerai®normally to allow at least one stratum to each
domain (subpopulation) for which estimates arerddsiwWithin domains, precision theoretically
increases (variance decreases) without bound asuthber of strata increases. However, this
theoretical gain in precision is very small beya@nckrtain point. The need for having sufficient
sample sizes in each stratum (with consideratigrogsible non-response and over-coverage)
often calls for a minimum stratum size of abouéfiif this is far from the optimum size then too

many strata will instead result in loss of effi@gn

Jorgen Dalén June 2005 Page 12 of 21
Atos Origin Belgium AC0449



PHARE 2002 Multi Beneficiary Statistics Programme (Lot 1) / Quality in Statistics
Task T3: Development of Methods for Quality Assessment
Sampling Issues in Business Surveys

For the second question, the current best ansvetitlithe Dalenius-Hodges¢mvf) or Ekman
rules. An example of how they work could be founéiny sampling textbook, séeirther

reading, below.

For the third question, the theoretical answétegman allocationNeyman allocation comes in
two forms, either with constant cost per sampling ar with variable cost per unit in different
strata. In the first version total sample sizaxed (equal tan) and the sample sizeg per stratum
are determined by
n, = n—i\l 'Clifh ,

whereN;, is the stratum population size a#dis the stratum standard deviation.

(6)

If instead of the total sample size being fixea, thtal cosC is fixed at
C=c,+).n,c,, (7)
wherec is the fixed (overhead) cost, agdthe unit cost in stratuim, then the optimum sample

sizes instead become

- N, /+/c andn:(C—co)ZNhah/\/a
h ZNhUh/\/a ZNhUh\/a

(8)

Sample allocation for businesses in practice

The above classical results are unattainable ictipea The primary reason for this is that the
statistical distribution of the study varialylés by definition unknowny(is what we want to
estimate!). In practice, one then has to look foapproximately optimal solution. A helpful
general result is that optima are normally fla,,ismall deviations from the exact optima do not

result in large losses of precision.

Other complications, when looking for the best @dliion are:
» There are often several study variables in a suanelythe optimum allocation for one
variable may differ from that for another variable.
» There are often several domains of study (subptipul for which estimates are desired,
in addition for an estimate for the whole populatin the business survey case, such

domains are often particular industries, definedhayr NACE code. This leads to
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requirements for minimum sample sizes for eacthe$e¢ domains of study.

There are a fairly large number of ideas for adhiggood allocation solutions in practice, which
are described in the literature. Many of them ararsarised in the paper by Sigman and Monsour
(1995), presented in the sectiBarther reading below. Like Sigman and Monsour we will next
discuss the one-variable problem, the many-variptdblem and the many-domain problem each

In separate sections.

The one-variable problem

For the one-variable problem, the normal situaisotihat we have access to an auxiliary variable,
which is more or less correlated with the studyalde. If we allocate according to the standard
deviation of this auxiliary variable, we disregding additional variance which comes from the

less than perfect relationship between the studgia and the auxiliary variable.

This additional variance usually has the effeatenfucing the difference between the stratum
variances. If this is true, the optimum samplingadtion with respect to the study variable would
imply bigger sampling fractions among smaller comesa than a “Neyman allocation” according

to the auxiliary variable.

We will now briefly go through some of the possiblcation strategies and approximations

which could be used in practice for business sigvey

Neyman allocation according to tlg of the target variable for the last period/ith this

approach in a periodical survey, the sample idaeatled for each survey round according to the
estimated, for the previous period. There are several weaasesf such an approach that
explain why it is rarely used. Firstly, the estigdd;, are often unstable and the estimate for last
year is not necessarily a better estimate of tbés’g variance than the estimate for two years ago.
Secondly, the approach would lead to stratum sasipés jumping up and down for no good
reason, which causes problems for sample co-ordmatver time We therefore advise against

this strategy.

Neyman allocation according to averageof the target variable over a number of previous

periods.(Instead of averaging theg, one could average their squares, the straturanaes.) This
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approach is an improvement over the former undeaisumption that the realmove fairly

slowly over time and that averages over severalsyae therefore better estimates because of
larger underlying sample sizes. Still, it woulddub/isable not to revise the allocation every year
but at planned time intervals such as every thirfifith year. In this way reallocation can also be
combined with other considerations, such as saoglardination. (Of course, some minor
adjustments of the sample every year due to chandke stratum population sizes may still be
necessary. In particular, the take-all strata neexdver all businesses that are currently aboge th
take-all threshold.Ynder the right circumstances we would recommeisdapproach but note

that a number of previous survey periods are neéadore it can be applied.

Neyman allocation according to the stratificaticariable. This means that the, are calculated

for the stratification variable instead of the &trgariable. The advantage is that the stratificati
variable is known for the whole population so ntineate is needed. If further there is a strong
correlation between the stratification and theaaxgriables, then the allocation will be close to
optimal. In practice, however, the correlationfi®n not so strong and then this allocation method
could be far away from optimum and, as mentionexyapit would lead to underallocating small
and medium companies. It must also be warned agasirgy the stratification variable variances
for estimating the final estimator variances. Tha{ynormally be much higher due to the large
spread of the target variable within strata comgbavigh the stratification variable itseFor these

reasons we advise against this approach.

X-proportional allocation.This allocation calls for stratum sample sizebd@roportional to the
stratum sum of a measure of sizg, ¥ften the stratification variable itself. Thisasimilar
approach as the previous one. If stratum boundareselatively close, thg for the stratification
variable may become artificially low and be veryppredictors of they, for the target variable.
The stratum sum of X could then be a better altar@df very little is known about the
distribution of the study variable, for example &ese it is the first time the survey is done, then
this approach may be the best that could be acHieve

N-proportional allocationThis allocation method simply takes the stratumdarsizes to be
proportional to the stratum population sizes. Thiglearly inappropriate between size-determined
strata. However, between industries or regionsutd be a reasonable option, in case the

importance of estimates for industries/regionlated to their size.
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N-proportional allocationIn case there are also distinct precision requirgsier small
industries/ regions, there is a need for overrepasg them in the sample. Allocation
proportional to the square root of the stratumssigea quick method to achieve this end if the

precision requirements are fairly vague.

There are also some other considerations, whenngieiag an allocation scheme.

Minimum sample sizefn order to estimate a stratum mean (or totajdahmust be at least one
unit in the sample and in order to estimate awstnatariance there needs to be at least two units.
Also, for small businesses the non-response (aadanwverage) problem is often great. For
minimising the risk of obtaining empty strata aiash with only one sampling unit, a minimum
size for the initial sample needs to be set. difien advisable not to have smaller initial samples
than five. (This recommendation also puts a limitloee number of strata, since too many strata

with a minimum size of five units may lead to oukreating small units.)

Outliers Due to imperfections in the sampling frame (sasterrors in the size measures) but also
to dynamic developments in the population, it idydypical that some “small” sampling units

will be found to have large values for the targatiable. This leads to poor precision in the
estimates and is a reason to be cautious in oweadihg large units when outliers can be expected
to occur. (Of course, the best practice would bieytdo foresee the potential outliers through
expert knowledge and move them to the take-altsstraadvance but this may prove to be
difficult.)

The many-variable problem

There is no universally agreed best method fommmtn allocation when estimates for several
variables are required. At the same time, the magbroblem does not need to be enormous. The

following approaches could be relevant.

» The target variables are correlateffi.the correlation between them is as strong as
between each of them and the auxiliary variablen ihmay not even be possible to
distinguish between the best allocation for eacghafithem and a simple practical

approach according to the previous discussion doelchosen.
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» One target variable is clearly the most importaneorlhen, allocating according to that
variable and accepting the resulting accuracylferdathers would be appropriate. If this
leads to an unacceptable result for another varjabaybe one could save a small part of
the allowed sample size for augmenting the samgderding to the needs for this other
variable.

» Define a weight function for the variables and adite optimally according to the
weighted varianceSigman and Monsour show how this could be doreiged that we
know the stratum variances for each of the targetbles. Another problem is that it is
not easy to specify meaningful weights.

» Specify an upper bound for the estimator variarfceagh of the target variables and solve
the resulting optimisation problerAgain, Sigman and Monsour provide the details for

this method based on known stratum variances fénelariables.

However, the problem of not knowing the stratumarace exactly for any of the target variables
results in approximation issues for the last twalhmds, which are not easily handled.

The many-domain problem

From a theoretical point of view, one could trds many-domain problem as a special case of
the many-variable problem. This is because a swakle of interest for a specific domain is
obtained by setting the value of the associatebker to zero in all other domains. However the
variables defined this way would be negatively elated so that the approaches mentioned above

are not really relevant.

From a more practical point of view we could reaasriollows. Normally there is a defined set of
domains for which estimates with a certain minimexrel of precision is required. Users are
usually not able to state the precision requiresierplicitly and in this situation the process of
determining them would have to be based on an sisady the user needs, consultation with
users, and negotiations about the available butlyahy case, the end result of this process
should be agreed precision requirements by domBimsiains in economic statistics are usually
based onndustryaccording to some classification (NACE in Eurogeyl sometimes also,

especially for big countries, on a geographicabstibion (state,region etc.)
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EU perspective: comparability problems

In the EU perspective an important issue is whedherto which extent sampling designs,
estimators, allocations etc. need to be harmorosed EU Member States in order to obtain

comparable results. This section is intended aseéibtroduction to this important problem area.

Sampling framedHigh quality business registers to use for sangdiiames serve to minimise the
coverage errors of surveys. Coverage errors ceald fo large biases and are thus a potentially
important factor both for the quality and the conabélity between business surveys. Important
quality aspects of registers are a correct codirigeactivities (NACE codes) of the businesses
and a precise measure of their size A system asdsto be in place for timely updating of these

kinds of data.

Frame updating and the survey reference peridee frequency and timeliness of updating a
business register will strongly influence the cexgr properties of the samples drawn from the
register. Obviously, both over- and undercoverageeiase as the lag between births and deaths of
businesses and their subsequent entering intethster increases. The time lapse from the last
occasion of updating the register until the refeegperiod of the survey adds another sample is

drawn and adds to the lag and the potential coeesagrs of the survey.

For example, assume that a business register ateghedach June with data from the previous
year. In October the same year, a sample is dradrused for asking about information about the
next year. The effective time lag from the peribdttthe frame information represents and the

period for which this information will be used wdtuhen be 2 years.

ParametersBy the term parameter, we are referring to theailve function to be estimated.

This includes the target population, the precidendien of the variables involved and the
functional form combining these variables (somesintit not always a trivial aspect). For
statistical domains, where EU comparability is jgatarly important, these matters will typically
be subject to regulations limiting, but not eliming, the scope for national differences. There are
many subtle ways that differences between countoe&l arise. For economic variables, there

could be different accounting rules or practices.
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Sampling designs and estimatovghere the parameters are well defined, the pialdot non-
comparability due to different sampling and alla@matmethods or different estimators is much
smaller. This is true at least where approximatelyiased probability sampling methods are used
and estimator variances (coefficients of variatiar® not large. This is because the expected value

of the estimator will be essentially the same ursdeh sampling designs.

Where there are non-probability elements of thepdizugy design, the potential for non-
comparability is much greater. Especially the sgtof cut-off thresholds at different levels and
different estimation of the portion of the poputatibelow the threshold could result in biased and

non-comparable results.

Questionnaire and other measurement efféifferent measurement practices as well as
different ways that respondents interpret variausstjons could well lead to significant non-

comparability effects.

Non-response and its treatmeBifferent rates of non-response are obvious seuntbias and
therefore also of non-comparability. But also witkimilar rates of non-response, there may be
potential for non-comparability resulting from @fénces in biases. It would be necessary to
study the various subgroups contributing to nopeoase, both with respect to their general
characteristics and their causes for not respon@eigsal, no contact etc.) in order to understand

the risks for bias and its likely direction.

Treatment of outliersAlternative methods of handling outliers coulddea vastly different

results. What occasionally happens is that inawtm with a small sampling fraction a large value
of a variable occurs. The traditional Horvitz-Thaop estimator calls for expanding this already
large value by the inverse of the sampling fragtishich often appears intuitively unreasonable.
A judgement then needs to be made by the stasigtmn what to do. The two simplest decisions
that are often made are:

1) to remain with the estimator as decided anciafthe value accordingly or
2) to “move” the unit to a take-all stratum, whéréshould have been” and not inflate the value at
all.
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Clearly, treatment according to 1 versus 2 coudd l® vastly different results and are not
comparable at all. Various estimators (e.g. Wirsstion) are proposed in the literature, which
lead to results in between these two extremes pOyoose here is only to emphasize the need for
harmonisation with respect to outlier treatment.

The bottom line of this review of possible souroéaon-comparability is that the only one that is
found “not guilty” are different sampling strategi@lesign, allocation and estimation) as long as
they belong within the family of approximately uabed designs. The other problems mentioned
are all likely to lead to potentially large compaitéy problems and it is a matter of judgement in

each survey how big the problems are likely to be.

Further reading

On survey sampling in general.

Cochran, W.G. (1977): Sampling Techniques. Wiléys book is still very useful for learning
about the basics of survey sampling. It includes lmng chapters on stratified sampling and the
optimum allocation problems occurring for this dgsilt also gives variance formulas for the

simple forms of ratio and regression estimators.

Sarndal, C-E., Swensson, B. and Wretman, J. (198@jtel Assisted Survey Sampling. Springer.
This book covers the modern theory of survey samgplk is more mathematically demanding

than Cochran. It defines and explains the geneakssion estimator and has a special chapter on
optimal sampling designs. Several chapters deal mah-sampling error problems like sampling

frames, non-response and measurement errors.

On mrps sampling
Brewer, K.R.W and Hanif, M., (1983): Sampling wittequal probabilities. Springefhis is a

classical book omps sampling describing some 50 different methodkigarea.

Sarndal, Swensson and Wretn{a892, above) also devotes several sectionpianethods.

Rosén, B. (1997aAsymptotic theory for order samplingStat Plan Inf., 62 135-15d
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Rosén, B. (1997b), On sampling with probabilitygmional to size, J Stat Plan Inf., 62 159-191.
These are two papers which provide the theory loetie novehps technique called order
sampling, described above. There are also a nuailhess accessible papers that deal with more

applied issues concerning this method.

On business surveys in general

Cox, B.G. et al (1995): Business Survey Methodgyihis is a collection of conference papers

on a large number of topics in business surveys.

On sample allocation.

Both Cochran(1977, above) an8&arndal, Swensson and Wretn(@892, above) include
discussions about the allocation problem. Cochraeament is more detailed with respect to the
traditional situation in stratified sampling withet HT estimator, whereas Sarndal et al takes a

broader view including model-based considerations.

Sigman; Richard S. and Monsour, Nash J.: Selecamples from list frames of businesses. In
Cox et al (1995, abovethapter 8.2 and 8.3 discuss model-based approaxkies allocation
problem and the situation with many variables onyrsubdomains of estimation. Their paper

also includes a long reference list with more regdin this topic.

On sample rotation

Several chapters i@ox et al(1995, above) deal with the sample rotation probl€hapter 9 by
Esbjorn Ohlsson gives a detailed presentationepth technique presented in this note. Chapter
10 by Srinath and Carpenter present a number ef atlethods called the rotation group method,
repeated collocated sampling and modified collatatmpling. Chapter 8.5 by Sigman and
Monsour (above) also discuss rotation problems.réfexence lists in all these three chapters
provide further reading about this issue.
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