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Abstract

While trust is foundational to the doctor-patient relationship, the introduction of Al into healthcare settings poses the risk
of eroding this trust, and such erosion cannot be countered simply by appealing to the notion of “trustworthy AL” We
argue that trust presupposes specific epistemic attitudes that cannot be meaningfully applied to Al systems. Accordingly,
our focus is not on specifying which capabilities Al must exhibit in order to appear trustworthy, but on examining from
an epistemological perspective how the use of Al reshapes the dynamics of trust within the doctor-patient relationship. To
this end, we first sketch conceptions of trust and demonstrate how trust differs from reliance. We then combine the model
of Computational Reliabilism with an epistemic framework to develop a matrix for the ethical analysis of our use cases.
Finally, we apply this framework to three scenarios of melanoma detection, risk prediction, and psychotherapy chatbots,
which we construct by mapping epistemic stances across different modes of human-machine interaction, ranging from
collaborative support with varying degrees of autonomy to the replacement of human-human interaction. We argue that the
application of Al in the doctor-patient relationship exposes what we call a “reliability gap” — a conceptual space where
the opaque nature of advanced Al systems prevents both doctors and patients from independently verifying their reliability.
This creates a dynamic where reliability in the AI’s performance is increasingly mediated by the doctor as a proxy. Our use
cases demonstrate that the more autonomous and opaque Al systems are, the more trust in the doctor becomes essential
for bridging reliability gaps, while threatening to overburden the doctor’s central role.
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Introduction
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For example, opaque algorithms, lack of explicability and
human oversight, privacy concerns, de-skilling of health-
care professionals, and transparency about whether Al is
being applied at all complicate the establishment of trust
between doctor and patient (Davenport & Kalakota, 2019;
Grote & Berens, 2019; Sauerbrei et al., 2023). To estab-
lish the conditions for trust also in the Al-supported doc-
tor’s office, the EU’s High-level Expert Group on Artificial
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Intelligence (HLEGoAI) has formulated criteria to ensure
the trustworthiness of Al systems (HLEGoAI, 2019). It is,
however, questionable whether the abovementioned epis-
temic challenges can be resolved by referring to trustworthy
Al (London, 2019). While trusting Al primarily relates to
predictive reliance in terms of assuming technical function-
ing and thus the adoption of a certain epistemic position
towards the way information is processed by Al, trusting a
doctor often involves affective and emotional attitudes such
as empathy (Jones, 1996), though other accounts emphasize
normative expectations or role-based commitments rather
than affective motives. Since the fiduciary doctor—patient
relationship presupposes a notion of trust grounded in the
assessment of attitudes and intentions, whereas extending
trust to Al-based technology instead engages distinct cogni-
tive operations (Malle & Ullman, 2021), it remains an open
question whether Al systems can be trusted in the same way
as human agents.

We hypothesize that the use of Al might eventually
compromise the trust relationship between patient and doc-
tor and cannot be mitigated by pointing to trustworthy Al.
Recent empirical work offers support for our hypothesis: In
an online vignette study, participants trust a human doctor
more than a hybrid team of a human doctor with an Al system
or even an Al system alone (Riedl et al., 2024). A qualitative
study found that patients have certain information needs for
trusting relations such as how Al tools are overseen, how
they impact their care, and how physicians use them (Stroud
et al., 2025). In a mixed methods study by (Shevtsova et
al., 2024), epistemic factors such as clinicians’ knowledge
about Al, performance and explainability of Al were iden-
tified as among the most relevant technology-related fac-
tors for trust among stakeholders in medicine. Particularly
for rare, complex and high-risk cases (Zondag et al., 2024),
clinicians have difficulties trusting “black box models that
lack interpretability (Nouis et al., 2025).

We aim to show that trust requires specific epistemic atti-
tudes that cannot be meaningfully applied to Al systems.
Although the use of Al in clinical practice may appear trust-
worthy through its embedding in specific socio-technical
contexts, this perceived trustworthiness does not extend to
the Al system itself. The opacity of many Al models gener-
ates “reliability gaps,” insofar as their performance cannot
be adequately assessed or understood by either patients or
physicians. While such gaps can, to some extent, be com-
pensated for by placing trust in the treating physician, this
dynamic ultimately risks overburdening the doctor—patient
relationship.

A critical epistemic limitation of Al in clinical contexts
is algorithmic opacity, which refers to the lack of transpar-
ency in how Al systems reach their conclusions. Complex
machine learning models, such as deep neural networks,
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often operate as “black boxes,” making it difficult for clini-
cians and patients to understand or explain the reasoning
behind specific outputs (Burrell, 2016). This opacity can
lead to challenges for accountability, in case it is unclear
how to justify an Al-based decision that is potentially erro-
neous, imposes a bias or does harm to people (Pasquale,
2015). The HLEGoALI states that “[e]xplicability is crucial
for building and maintaining users’ trust in Al systems”
(HLEGoALI 2019, p. 13). To counter the epistemic opacity as
an epistemic limitation of current deep learning (DL)-based
Al systems appears to necessitate explicability to establish
trust. Ironically, if a system is fully explicable, there is no
need for trust; trust becomes necessary only when a system
is not explicable, as it is required in situations of heightened
epistemic vulnerability.

Against this backdrop, we argue that while trust between
doctor and patient is grounded internally, i.e., by referring
to the epistemic and professional capacities of the doctor as
perceived by the patient, trust in the use of Al is grounded
externally, i.e. by referring to the socio-technical context
and developers of Jacovi et al. (2021) capture this perceived
distinction by differentiating between intrinsic trust, which
arises when users believe they understand and align with
Al’s reasoning, and extrinsic trust, which arises from exter-
nal assurances such as evaluation data or institutional safe-
guards. While we maintain that Al itself lacks the capacities
required to be a genuine object of trust, their framework
demonstrates how reliance on Al systems is socially and
institutionally mediated. If the trustworthiness of Al-usage
relies on its operation within a trustworthy socio-technical
environment (HLEGoAI, 2019), the question inevitably
arises as to what extent the healthcare system provides such
an environment. As doctors and other healthcare workers
are usually no experts in Al-systems, we ask to what extent
Al-usage in the healthcare sector is perceived as trustworthy
and in which way the implementation of Al influences the
fiduciary doctor-patient relationship in different use-cases.

To address this question, some preliminary conceptual
clarification is required. Therefore, the following section
examines the conceptual foundations of trust and explores
how it diverges from the notion of reliability. In doing so,
we identify critical conditions within the socio-technical
environment that enable the use Al systems to be perceived
as trustworthy. The discussion culminates in the recognition
that the trustworthiness of Al-usage is context-dependent,
shaped by factors that vary significantly across different
applications. For example, the trust underpinning the inter-
action between a doctor and a patient using Al for mela-
noma detection is based on different criteria compared to
a psychotherapy chatbot, where the doctor’s role is largely
absent. In the subsequent section, we analyze these con-
textual factors through three distinct use cases. Here, we
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consider an Al system for distinguishing between melanoma
and nevi, a predictive system for Alzheimer’s dementia, and
a therapeutic chatbot. These examples represent diverse
modes of human-machine interaction, offering a framework
for examining which factors are necessary for the use of Al
to be perceived as trustworthy and how the use of Al influ-
ences trust within the doctor-patient relationship. The key
observation here is that Al use appears trustworthy when its
reliability can be dependably assessed. For assessing reli-
ability, we use the model of Computational Reliabilism for
Al in medicine proposed by Duran and Formanek (2018)
and Duran and Jongsma (2021).

The analysis unfolds in two stages. First, we investigate
the epistemic processes patients must engage in to regard the
use of Al as trustworthy and the normative basis on which
epistemic authority can be appropriately attributed (Keren,
2007). Here, we examine the epistemic foundations of trust,
contrasting the cognitive operations underlying the assess-
ment of technical functioning of Al-based technologies with
the interpersonal dynamics inherent in the traditional doctor-
patient relationship to show how each situation might cause
a different kind of epistemic asymmetry (Onder, 2022). Our
analysis suggests that as Al systems become increasingly
opaque and autonomous, the evaluation of their reliability
progressively merges with trust placed in the doctor. This
convergence also raises important ethical considerations.
Here, we identify scenarios where the reliability of Al sys-
tems cannot be assessed by doctors nor patients, thus leading
to reliability gaps, ultimately complicating trust within the
doctor-patient relationship. Second, we explore whether the
use of Al undermines or, under certain conditions, enhances
the trust-based relationship between doctor and patient.

To better understand the concept of trust regarding the
application of Al in the context of doctor-patient relationship,
we propose a matrix to encompass these diverse perspec-
tives and illustrate how the assessment of Al-use in health-
care regarding its influence on trust encompasses various
epistemic dimensions, ranging from source of knowledge

Table 1 A matrix for evaluating reliability of Al systems

to reasoning and decision-making (s. Table 1). By map-
ping these dimensions, we elucidate the complex interplay
between Al’s technical capabilities and epistemological
dimensions, providing a context-sensitive lens for examin-
ing ethical aspects of trust in Al-mediated healthcare. We
conclude with a broad concept of trust that links different
conceptions of trust and their epistemological preconditions
and systematically demonstrates their ethical implications.
In this regard, we demonstrate that the use of Al can appear
trustworthy but not the Al-system itself. Doing so, we aim
to show why it is morally relevant to consider the epistemic
foundations of trust when discussing medical Al. Thus, this
article not only illustrates the interconnectedness of episte-
mology and bioethics but also provides a starting point for
future empirical and psychological work on the question.

Philosophical Foundations of Trust and
Reliance

Since the term trust is used quite broadly in everyday lan-
guage, defining this key concept is mandatory. To begin
with, trust is usually directed to a specific domain (McLeod,
2023), for example, we trust our general practitioner to
take good care of our medical needs. Accordingly, “trust is
generally a three-part relation: 4 trusts B to do X (Hardin,
2002, p. 9). Further, trust is often considered an interper-
sonal phenomenon, but we can also trust groups of people,
e.g., doctors in general, or organizations, e.g., the healthcare
system (Hall et al., 2001).

Although the precise meaning of trust is philosophically
contested, most theories stress “the optimistic acceptance
of a vulnerable situation in which the truster believes the
trustee will care for the truster’s interests” (Hall et al., 2001,
p. 615): “trust is inseparable from vulnerability, in that there
is no need for trust in the absence of vulnerability”. McLeod
(2023) states that ,,[t]rusting requires that we can, (1) be vul-
nerable to others — vulnerable to betrayal in particular; (2)

Categories

Source of know-ledge

Representation of knowledge

Management of
knowledge

Inference methods

Reasoning and
decision-making

Reliability and
Validatability

Robustness

Imple-mentation
history

Is the source of knowl-
edge appropriate for
the task?

Are the knowledge
sources free from his-
torical biases that may
affect robustness?

Have similar knowl-
edge sources in past
applications supported
consistent and reliable
system performance?

Is the knowledge represented
accurately?

Is the representation of
knowledge sufficiently gen-
eralizable to support robust
performance across varying
contexts and datasets?

Has the representation of
knowledge been consistent
and free from persistent struc-
tural biases?

Can the Al be applied
to data beyond its
training set?

Has the Al been thor-
oughly tested? Can
the Al be applied to
data beyond its train-
ing set?

Has the Al been con-
sistently updated?

How does the Al arrive
at its results?

Does the Al produce
consistent inferences
and recommendations
across varying condi-
tions and datasets?

Has the AI’s inferential
process produced reli-
able and valid decisions
in past applications?

Has the Al
drawn correct
conclusions?
Does the Al
deliver consis-
tent decisions
under varying
conditions?
Has the Al
consistently
produced reli-
able results in
the past?
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rely on others to be competent to do what we wish to trust
them to do; and (3) rely on them to be willing to do it (p. 4).
This shows that trust goes beyond reliance.! Furthermore,
it shows that someone’s willingness and competence are
the conditions that make a person trustworthy for a specific
regard. Different understandings exist of what it means for
someone to be willing to perform an action. In this regard,
a broad distinction can be made between motive based and
non-motive based theories of trust.

For motive-based theories of trust, it is not sufficient that
the trustee is motivated to act in a certain way, the moti-
vation must also be of a certain nature. Several proposals
exist as to the nature of motivation that is relevant to trust-
worthiness. For example, Hardin (2002) suggested to locate
the nature of the trustee’s motivation in their self-interest,
specifically in maintaining their relationship with the truster
thus “encapsulating” the truster’s interests within their own.
In contrast, others have suggested that the relevant nature of
the trustee’s motivation consists in goodwill (Baier, 1986,
1991; Jones, 1999) which, roughly, means that the trusted
person will act with a benevolent attitude or genuine con-
cern for the truster’s well-being. Moreover, proposals exist
that locate the nature of the trustee’s motivation in a moral
commitment or obligation or in moral virtue (McLeod,
2023).

For non-motives-based theories of trust, trust is not
grounded in the trustee’s motivations but rather in the trust-
er’s normative expectations—what they believe they should
be able to count on from the trustee. These theories aim to
show that trust involves a distinct stance or belief in what
is owed in a relationship, rather than a simple expectation
of behavior, thus distinguishing trust from mere reliance
(McLeod, 2023). For example, Holton (1994) suggested tak-
ing a “participant stance” by “treating the trustee as a person
— someone who is responsible for their actions” (McLeod,
2023, p. 15). Building on this, Walker (2006) proposed a
“normative-expectation” theory according to which trust
and reliance can be differentiated by highlighting that trust
involves normative expectations whereas reliance involves
predictive expectations. For example, one trusts a friend
to return a borrowed car because people are normatively
expected to return what they borrow, whereas one relies on
their car to start in the morning not due to any normative
obligation but because it has the technical capacity to do so
and has started successfully the previous morning.

A further prominent proposal of a non-motive-based
theory of trust is the “trust-responsive” theory, endorsed by

' One exemption are risk-assessment views of trust which do not

distinguish between trust and reliance. For risk-assessment views, a
trustee‘s trustworthiness depends on the risks associated with relying
on them, which, for example, may depend on the probability of the
trustee‘s motivation to act a certain way will endure (McLeod, 2023).
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philosophers like Faulkner (2011, 2017) and Jones (2012,
2019), which holds that trustworthiness involves respond-
ing appropriately to the expectation that someone will act
because they are counted on. Finally, according to the “com-
mitment account” of trust by Hawley (2014, 2017) someone
is willing to perform an action if they have a commitment to
do so. Hawley (2014, p. 11) explains that “commitments can
be implicit or explicit, [...] conferred by roles and external
circumstances [ ... and] that mutual expectation and conven-
tion give rise to commitment”.

Consequently, having outlined different conceptions of
trust, we find that despite their differences, trust encom-
passes reliance plus an additional factor (Durdn & Pozzi,
2025; Hawley, 2014, p. 5). A key factor distinguishing
trust from reliance is delegation: whereas reliance involves
actual delegation, trust does not require it but is sustained by
the possibility that the truster could delegate to the trustee
if necessary, so the relationship endures even without such
delegation (Blanco, 2025b). While reliance also involves
expecting someone or something to (re-)act in a specific
manner, it does not require affective or normative stance
towards the truster or willingness on part of the trustee. As
extensively discussed by many scholars, these conditions
of trustworthiness are scarcely applicable to Al (Bryson,
2018; Hatherley, 2020). This prompts an examination of the
underlying framework within which the trustworthiness of
Al is debated (Reinhardt, 2023). A useful perspective on this
issue can be derived from Gunkel’s ontology, which explores
the status of Al as a potential moral agent. Gunkel (2023)
refers to the difference between “things” and “persons” in
western philosophical and legal thought. As Al-systems are
increasingly able to mimic or surpass human intelligence,
act autonomously, and even simulating empathy in a con-
vincing manner as well as most importantly act with moral
consequences, Gunkel argues, that the line between “thing”
and “person” becomes increasingly blurred. Against this
backdrop, some researchers argue that albeit AI does not
have the above-mentioned competencies, it still can appear
trustworthy, as advanced Al systems are capable of language
use and appear autonomous to some degree. For example,
Blanco (2025b) expands the concept of trust to Al by rede-
fining motives as system criteria, agency as quasi-agency,
and rational reasons as performance- and process-based
justifications, thereby extending trust beyond interpersonal
contexts. Safdari (2025), in turn, grounds the possibility of
trust in empathic relations, suggesting that humans perceive
Al as “otheroids” and that trust arises from experiential
openness and a history of interaction. Similarly, Coeck-
elbergh (2012) advocates for adopting a stance of “quasi-
trust” towards Al and Taddeo (2011) argues for the concept
of “e-trust”. Such a form of trust is founded on success rates
of the trustee in similar actions, e.g. with a threshold value
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used to determine whether an agent can be considered trust-
worthy (Taddeo, 2010a, 2011). In comparison, Ryan (2020)
calls such a concept of trust rational trust, or reliance. The
last aspect further stresses that trust in Al is different from
trust in a human being. The HLEGoAI regards transparency
as essential for trustworthy Al, but explainability only as
one possible means, neither necessary nor sufficient. Amann
et al. (2022) adopt a similar view, while Ferrario and Loi
(2022) further stress that explainability promotes trust only
when it enables justified paradigmatic trust by reducing the
need for monitoring.

From the perspective of the HLEGoAI, for Al to be
perceived as trustworthy, several elements must align: not
only the Al system itself, but also the developers, organi-
zations, users, and the broader socio-technical framework
in which Al is developed and deployed must demonstrate
trustworthiness (HLEGoAI, 2019). To address this, the
HLEGoAI outlines three essential components of trustwor-
thy AL First, Al must comply with existing laws relevant
to its development, deployment, and use. These include
regulations such as data protection laws and product safety
standards. Second, AI must be both technically and socially
robust, meaning that appropriate safeguards are in place to
ensure that Al systems do not behave unpredictably. Third,
Al must adhere to ethical principles. Here, the HLEGoAI
identifies four key ethical principles rooted in fundamental
EU rights, including dignity, freedom, justice, and equal-
ity: respect for autonomy, non-harm, fairness, and explica-
bility. For instance, Al should not exert coercion and must
allow for human autonomy in decision-making, with human
oversight being a core element. In discussing fairness, the
HLEGoAI acknowledges the complexity of the concept
but highlights both substantive and procedural fairness.
The goal is to prevent bias and stigmatization, ensure equal
opportunities, and provide affected individuals with a means
to contest Al decisions. Additionally, accountability must be
clearly established to prevent gaps in responsibility ascrip-
tion (Lang et al., 2023), and Al decisions should be explain-
able. However, the principle of explicability does not imply
that Al systems can never operate opaquely, as this fourth
ethical principle allows for certain technical complexities in
Al functioning (Ursin et al., 2023).

While the principles developed by the HLEGoAI guide
Al development and governance, they do not allow for
answering the question of whether specific Al systems pos-
sess the competencies necessary to be deemed trustworthy
in terms sketched above. Instead, they serve as a framework
for shaping the responsible development and deployment of
Al These guidelines impose requirements on the technical
robustness of Al systems and the responsible behavior of
involved actors—developers, users, and institutions alike.
Hence, we concur with Ryan (2020) when he describes the

notion of establishing trusting relationships with Al as a
“radical claim” that cannot be conceptually achieved (p. 2).
While one can reasonably rely on Al to perform its func-
tions based on its design and capabilities, it is inappropri-
ate to extend trust in the same way we do towards humans.
Unlike human trust, which endures even without actual del-
egation because it is grounded in the possibility of delega-
tion, reliance on Al does not persist if delegation does not
take place (Blanco, 2025b). Trust in humans presupposes
moral agency, reciprocity, and accountability, qualities that
Al lacks. Hence, trust in people and Al is based on funda-
mentally different epistemic attitudes. This means, the key
shift in focus is no longer on whether we should trust Al, but
on assessing the degree to which Al proves itself to be reli-
able. All approaches that discuss a potential trustworthiness
of Al either argue for a quasi-trust or e-trust (Coeckelbergh,
2012; Ryan, 2020; Taddeo, 2010b, 2011), expand the notion
of motives to include technical functioning (Blanco, 2025a),
or refer to external factors, e.g., the AI’s functioning, that are
designed to contribute to the trustworthiness of Al (Duran &
Jongsma, 2021; HLEGoAI, 2019). However, the reference
to the functioning of Al only explains why Al is reliable.
The reference to external factors, e.g., the socio-technical
context, may explain why one might aptly trust the use of an
Al-system in a given context by a given actor. Still, it does
not explain why the respective Al-system itself is trustwor-
thy. In the following, we therefore examine the conditions
under which the use of Al in clinical practice may appear
trustworthy, the requirements that Al systems would have to
meet in order to sustain such an appearance, and how their
use relates to the trusting relationship between doctor and
patient in different scenarios. This analysis thus addresses
not only the reliability of Al systems and the trustworthiness
of their deployment, but also the implications of Al use for
trust in the doctor—patient relationship.

Epistemic Foundations of Trust and Reliance:
What Is Necessary to Know Whether
Someone Is Trustworthy?

The use of Al has broader implications for the trust-based
doctor-patient relationship, as it alters the dynamics of trust.
The issue extends beyond the reliability of Al systems to
encompass the trustworthiness of Al-usage and thus the
responsible institutions and respective contextual factors.
This shift demands different epistemic attitudes than those
required for assessing the trustworthiness of individual doc-
tors within the traditional doctor-patient framework. There-
fore, in the following section, we will examine whether and
to what extent these differing epistemic attitudes conflict
with one another and what ethical consequences this may
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have for the doctor-patient relationship and the quality of
patient care. When examining the epistemic foundations
of trust, we argue that trust relations develop gradually by
assessing if the trustee fulfills the above-mentioned condi-
tions from the perspective of the truster. While these epis-
temic operations can be contextual and subjective, there
are notable differences that establish the truster’s epistemic
state towards the trustee.

Several studies have argued that the doctor-patient-Al
relationship should be understood as a triadic structure rather
than a mere extension of the doctor-patient dyad (Lorenzini
et al., 2023; Onder, 2025). The asymmetric nature of the
doctor-patient relationship persists within this triad, shap-
ing interactions among all three actors (Onder, 2025). One
of the key aspects of this asymmetry is epistemic asymme-
try, which plays a crucial role in the establishment of trust.
The extent of this asymmetry — whether between the doc-
tor and Al, the patient and Al, or across the entire triad —
directly influences how trust relationships are formed and
maintained. As the depth of epistemic asymmetry varies,
it affects how knowledge is distributed, interpreted, and
relied upon, ultimately shaping the dynamics of reliability,
trustworthiness and trust in the triadic relationship. Since
the depth of epistemic asymmetry is shaped by the episte-
mological differences among the actors, its evaluation must
consider how these differences manifest across various
medical contexts (Onder, 2025). Therefore, examining these
differences is essential for fully understanding the nature of
epistemic asymmetry in such environments. Evaluating the
epistemic status and addressing differences can be guided
by a framework that distinguishes between human and Al
trustees (Onder, 2022).2 Through this framework, episte-
mological differences between Al and doctors can be sys-
tematically analyzed using a matrix that compares different
clinical scenarios across four key dimensions: source of
knowledge, knowledge representation, knowledge manage-
ment, inferential reasoning and decision-making.

a) Sources of Knowledge: Doctors acquire knowledge
through formal education, clinical experience, and
selective access to medical literature, integrating theo-
retical and practical expertise with contextual consid-
erations from patient interactions (Montgomery, 2005;
Patel et al., 2012). In contrast, Al systems rely on vast
datasets analyzed through machine learning algorithms,
offering rapid data processing but lacking the intuitive
and context-sensitive judgment of human clinicians
(Asan et al., 2020; Esteva et al., 2017).

2 Strictly speaking, since Al systems cannot themselves be trustwor-
thy, one would need to refer to them as a reliancee. For the sake of
simplicity, we refrain from introducing this neologism here.
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b) Knowledge Representation: Doctors synthesize
explicit and tacit knowledge, using holistic reasoning to
integrate diverse information sources and navigate con-
textual nuances (Polanyi, 1966). Al systems represent
knowledge as structured data within probabilistic mod-
els, excelling in correlation identification but struggling
with ambiguity and inferential reasoning beyond their
training data (Dreyfus, 1992).

¢) Knowledge Management: Doctors continuously refine
their knowledge through practice and ongoing educa-
tion, enabling dynamic adaptation to new information
and situations (Greenhalgh, 2009). Al systems require
explicit updates and retraining to incorporate new data,
which can introduce challenges like biases or outdated
algorithms if not managed properly (Obermeyer et al.,
2019).

d) Inferential Reasoning and Decision-Making: Doctors
employ deductive, inductive, and abductive reasoning
to form diagnoses and treatment plans, considering not
only the logical outcomes but also the ethical impli-
cations of their decisions. This approach allows them
to engage with patients on a personal level, adapting
their communication style and decision-making process
based on the patient’s unique needs and preferences
(Montgomery, 2005). Al systems follow rule-based,
statistical reasoning, offering data-driven recommenda-
tions but lacking the flexibility, ethical judgment, and
interpersonal engagement of human decision-making
(Russell & Norvig, 2016; Topol, 2019). While doctors
are able to communicate their reasoning and decision-
making according to the patient’s understanding and
preferences, explain potential alternatives and thus,
facilitate shared-decision making, Al-systems cannot
be argued with as they simply present their result as a
product of their calculations. It is especially this aspect,
that marks the difference between doctors and medical
Al-systems in terms of reasoning and decision-making
and that serves as a criterion to distinguish between
trust and reliance.

As argued above, Al systems themselves cannot be regarded
as trustworthy, although their use may be. On the basis of
the outlined framework, such use can be deemed trustwor-
thy only if the reliability of Al functionality is dependably
assessable across all dimensions. Based on these epistemo-
logical aspects, we can formulate criteria to assess whether
an Al system is reliable, as this reliability constitutes a con-
dition for its use being perceived as trustworthy, and how
this may influence the fiduciary doctor-patient relationship.
We refer to the model of Computational Reliabilism for
Al in medicine proposed by Duran and Formanek (2018)
and Duran and Jongsma (2021). According to the authors,
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for an Al system to be reliable, its results must be verifi-
able and validatable. This entails assessing whether the Als
model was correctly implemented and whether its results
align with real-world data. This criterion encompasses all
the epistemological aspects mentioned above, as it involves
verifying whether the Al used appropriate sources of knowl-
edge, represented them accurately, applied them to new data
effectively, and drew correct conclusions. Furthermore,
for an AI model to be reliable, it must exhibit robustness.
This criterion can also be applied across all epistemological
dimensions but mostly pertains to reasoning and decision-
making to knowledge management, ensuring that the Al has
been thoroughly tested and can be applied to data beyond
its training set, such as evaluating whether the model is
susceptible to overfitting. The third criterion relates to the
implementation history of the Al model, which involves
determining whether the system has consistently produced
reliable results in the past. This criterion also reflects every
epistemological aspect outlined earlier, as a positive assess-
ment of implementation history is generally the outcome of
proper knowledge management. Duran and Jongsma (2021)
also identify expert knowledge as a criterion for Al reliabil-
ity. However, we argue that this criterion does not concern
the functionality of the Al itself but rather the experts using
the AL As such, it falls outside the scope of a framework for
testing the reliability of a given Al system as a condition for
its use being perceived as trustworthy. Instead, it pertains
to the socio-technical context of Al development and appli-
cation, addressing the trustworthiness of the human actors
involved in this process. This is a further indicator that the
employment of Al in healthcare threatens to overburden the
actors involved as they usually are no experts in Al. As we
aim to focus on the reliability itself and not on the socio-
technical context, in the following, we focus solely on the
three criteria of verification and validation (1), robustness
(2), and implementation history (3). With these three criteria
in mind, we now turn to three use cases to assess what epis-
temological conditions must be fulfilled, so that a patient
or a doctor can assess the reliability of a given Al-system
and its influence on the trust between doctor and patient.
For a comprehensive overview regarding the framework
for evaluating reliability of Al systems, see the table below
(Table 1).

Three Use Cases of Al in the Doctor-Patient-
Relationship

The question of how the reliability of an Al system can be
assessed by a patient, or a clinician is inextricably linked
to the type of human-Al-interaction that is imposed by the
socio-technical design and function of a specific Al system.

Hence, in this section we aim to map the different epistemo-
logical stances and operations that are present in the differ-
ent forms of interactions between doctor, patient, and Al in
relation to trust. There are several models to describe types
of human-Al-interaction. These types depend on the Al sys-
tems’ capacities compared to humans (narrow/weak Al out-
performs humans on specific cognitive tasks and general/
strong Al has human-level intelligence), the cognitive tasks
they simulate (perception, reasoning, knowledge, plan-
ning, communication) or the type of analytics they perform
(descriptive, diagnostic, predictive, prescriptive) (Mokan-
der et al., 2023). Vernon (2014) draws a broad differentia-
tion for artificial cognitive systems, distinguishing between
cooperation (agents work parallel or serial without a com-
mon goal) and collaboration (agents share a common goal in
problem-solving while interacting). In the context of collab-
oration, the framework of human-Al interaction proposed
by Simmler and Frischknecht (2021) is grounded in the lev-
els of automation (ranging from decision support to fully
automated execution) and the degree of epistemic autonomy
that an Al system can and should be afforded. They differen-
tiate levels of autonomy according to dimensions of deter-
mination, transparency, adaptability and explainability.

According to this distinction regarding different kinds
of human-machine interaction, we discuss three use cases,
ranging from collaboration with different degrees of auton-
omy to replacement. Here, we analyse the epistemic foun-
dations of trustworthiness in doctor-patient-Al relationships
regarding the different epistemological aspects named
above. A comprehensive overview is provided at the end
of this section (Table 2). Based on this, we discuss ethical
implications for the different use cases.

The first use case involves an Al-based system for mela-
noma detection. Al applications are already widely utilized
in dermatology, with the performance of advanced systems
often matching that of expert dermatologists (Willem et
al., 2022). The specific system under discussion conducts
dermatoscopy, identifying melanoma based on structural
and border analysis (Winkler et al., 2021). It highlights
various skin areas by their associated risk levels. Accord-
ing to the taxonomy by Simmler and Frischknecht (2021),
this system is characterized as determined, transparent, and
explainable. Consequently, the human-machine interaction
is collaborative: the doctor uses the Al for a specific task,
maintains oversight of its operation, and retains full deci-
sion-making authority. In terms of reliability, the system’s
outputs are verifiable and validatable. Doctors can confirm
the AI’s findings and understand the criteria it facilitates to
distinguish melanoma from benign naevi. This transpar-
ency allows doctors to assess the reliability of the system’s
knowledge sources and representations. Additionally, doc-
tors can evaluate the system’s robustness by applying it to
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Table 2 Evaluation of Reliability  Criteria Al Reliability and Robustness ~ Implementa-  Trust towards doctor
of Three Al Systems and Their systems validatability tion history
Influence On Trust Towards the Case 1: mela- \/ \ 3 Potentially enhancing trust (if
Doctor . . . .
noma detection reliable performance is verified)
Case 2: risk To a limited extent v v Influence on trust dependent on
prediction as accuracy of Al’s performance (retrospective
prediction can validation needed)
only be verified
retrospectively
Case 3: chatbot X X Plausibility Good Al performance enhances
of chatbot trust while bad performance
answers can be lowers trust (based on plausibil-
assessed ity of answers only)

new datasets when treating patients. Such usage enables
them to detect potential overfitting or biases in the dataset,
as well as to identify when updates to the Al system are nec-
essary. Moreover, the system’s implementation history is
accessible, enabling doctors to review its past performance
and account for its reliability over time.

In this use case, all three reliability criteria as outlined
in the framework above —verification and validation,
robustness, and implementation history —can be effec-
tively assessed by the doctor. The doctor can transparently
communicate the AI’s purpose, functionality, and results,
thereby preserving their competence in the eyes of the
patient. Criterion (1), the ability to verify the AI’s results
and validate its processes, is particularly critical for main-
taining this perception of competence. Furthermore, the use
of such a system can be interpreted as an expression of the
doctor’s commitment to meeting patient expectations and
acting with benevolence. Thus, in this use case, the Al’s
reliability is rooted in its functional transparency and its
accuracy, which in turn can be verified by the doctor. This
reliability can be effectively communicated to the patient,
fostering an understanding of the AI’s purpose and opera-
tion. As a result, employing this Al system has the potential
to enhance the trust-based relationship between doctor and
patient as the doctor appears competent and willing to use
advanced technology to improve the care of their patients.

The second use case pertains to a system designed to
support the diagnosis of Alzheimer’s dementia. Similar
systems are currently being developed (Dyrba et al., 2018,
2021). Unlike most other psychiatric disorders, Alzheimer’s
dementia is characterized by a relatively well-understood
pathomechanism, enabling early diagnosis based on bio-
markers and imaging, even in asymptomatic individuals
(Sperling et al., 2011; Ursin et al. 2021). The system in
this use-case utilizes brain scan evaluations to determine
the presence of Alzheimer’s dementia, and it provides a
percentage-based probability assessment. At this level of
functioning, its influence on the trusting doctor-patient rela-
tionship is comparable to that of the melanoma detection
system. To adapt the use case, we propose extending the
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system’s functionality to include the capability of predict-
ing the progression of Alzheimer’s dementia over time. The
system processes vast amounts of data and independently
derives the criteria for predicting disease progression,
rather than relying on predefined rules or doctor input. This
enhancement renders the system more autonomous com-
pared to the melanoma detection system. While it remains
a single-task system, its operations become less transparent
and less explainable.

Although the system continues to function in collabo-
ration with the doctor, who retains final decision-making
authority, the doctor’s ability to fully oversee and under-
stand the system’s internal processes is diminished. In terms
of reliability, the results generated by the system remain
verifiable and validatable. However, the predictive nature
of this functionality introduces a temporal challenge, as it
pertains to future disease trajectories and thus, its accuracy
cannot be immediately confirmed. The system’s results can,
therefore, only be verified to a limited extent. The method
of knowledge representation and sourcing differs in that it
not only provides a current risk assessment but also includes
a prediction derived from probability calculations. While a
doctor can always assess the plausibility of the information,
the accuracy of the prediction can only be verified retro-
spectively. Due to the system’s opaque functioning, the pro-
cess by which the Al generates its predictions about disease
progression can only be partially validated. Consequently,
criterion (1) is fulfilled only to a limited degree. Criteria (2)
and (3), however, are generally satisfied and can be evalu-
ated, as the doctor is able to assess the system’s applicability
to new datasets and identify potential issues such as overfit-
ting or bias. Nevertheless, the doctor cannot explain why the
Al remains applicable to novel types of data. This limitation
reduces the doctor’s ability to fully ascertain the reliability of
the Al system in predicting the progression of Alzheimer’s
dementia, necessitating trusting the socio-technical frame-
work within which the Al is developed and deployed. This
situation raises critical concerns. Should a doctor, bearing
significant responsibility for decisions with profound impli-
cations, be expected to place a “leap of faith” in the system
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(Braun et al., 2021)? Moreover, this reliance could influence
the trust dynamic between the doctor and the patient. If the
doctor can only verify and validate Al-generated results to
a limited extent and is unable to communicate the basis of
these results effectively, their perceived competence in the
eyes of the patient might be compromised.

Additionally, the extent to which the use of Al aligns
with the doctor’s commitment to act in the patient’s best
interest becomes a pertinent question. However, the system
occupies an intermediate position. The doctor retains the
ability to evaluate the basic diagnostic functionality of the
system, such as detecting Alzheimer’s dementia via brain
scans, and can assess the plausibility of Al predictions in
the context of the patient’s overall presentation and condi-
tion. Finally, the influence of Al on the trust relationship
between doctor and patient depends significantly on the
patient’s individual preferences and whether they are gen-
erally open to or critical of the use of Al. In conclusion, as
neither doctor nor patient can fully assess the reliability of
the system, the perception of the potential reliability of the
Al is founded in the doctor’s trustworthiness. Here, we see
how the epistemic operations for asserting the reliability of
the AI come into conflict with asserting the trustworthiness
of the doctor. Trust involves vulnerability to another per-
son, as it relies on their willingness to act in alignment with
one’s expectations. In this context, however, the realization
of these expectations depends on the performance of a sys-
tem whose reliability cannot be fully evaluated by neither
the individual patient nor the doctor. Similar to a potential
responsibility gap (Lang et al., 2023), we see a reliability
gap here.

This assessment underlines the advantage of address-
ing the epistemological foundations of trust and reliability
attribution. While patients are generally able to make an
informed decision regarding their doctor’s trustworthiness
in light of their displayed expertise in medical practice and
their commitment to acting in the patient’s best interest, the
incorporation of an Al system can influence trust within the
doctor-patient relationship. This challenge cannot be met,
by adhering to the principles of trustworthy Al as proposed
by the HLEGoAL.

In the third use case, we explore the deployment of chat-
bots for psychotherapy. These chatbots, are already in use in
various forms and certified as medical products (Carrington,
2023). Typically, Al-driven chatbots are employed within
the framework of blended treatment, where traditional psy-
chotherapy is augmented by Al applications (Ehrt-Schéafer
et al., 2023). Additionally, there are systems designed to
provide preliminary symptom assessments, which ini-
tially occur without medical oversight. These chatbots are
grounded in well-established principles of various psycho-
therapeutic approaches. Beyond symptom clarification,

they facilitate strategies for managing everyday challenges
and the long-term treatment of psychiatric symptoms. Our
primary focus is on scenarios where a medical diagnosis
has been established, and an Al-based chatbot has been
accepted as a psychotherapeutic intervention. Such systems
exhibit low determinism and are adaptive, yet their mecha-
nisms lack transparency and cannot be fully explained. Con-
sequently, these systems are characterized by a high degree
of autonomy. Operating largely independent of the attend-
ing doctor, they are classified as replacements in terms of
human-machine interaction.

Regarding the reliability of these systems, it is evident
that their responses to the patient input must be generally
plausible, i.e. they relate to the patient’s life situation and
are suitable responses to their input. However, verifying and
validating their outcomes presents significant challenges.
The efficacy of psychotherapy, being inherently process-
oriented, cannot be easily quantified based on the suitabil-
ity of individual chatbot responses. This makes assessing
the validity of the underlying algorithm equally challeng-
ing. Thus, the first criterion to assess the reliability of an Al
system cannot confidently be met. Since, psychotherapy is
highly individualistic, the success of the system with one
patient cannot reliably predict its effectiveness with others
(Barron, 2021). Hence, in this use case robustness is simi-
larly difficult to evaluate. Therefore, assessments of robust-
ness rely heavily on the system’s development history and
extensive testing. Unlike the first use case, where measur-
able outcomes such as melanoma detection provide clear
criteria for evaluation, psychotherapy outcomes are highly
individualized as well. This makes it difficult to exclude
risks such as overfitting. Of the criteria used to assess sys-
tem reliability, only criterion (3)—plausibility—can be con-
fidently met, and even then, its applicability to other patients
remains limited. Because doctors cannot independently
verify the reliability of the chatbot, they must place trust in
the broader socio-technical system in which the Al has been
tested and approved.

What implications does this have for the patient’s trust
in their doctor? If we consider a scenario where a chatbot is
recommended to a patient already undergoing psychothera-
peutic treatment, the acceptance of the decision to use such
a tool is deeply rooted in the patient’s trust in their doctor.
Ideally, the chatbot is perceived as a valuable supplement
to conventional therapy (Szalai, 2021). However, a poten-
tial dilemma arises: if the chatbot proves inadequate, it may
negatively affect the perceived competence of the doctor;
conversely, if the chatbot is received so positively that it
is favored over doctor-led psychotherapy, it could under-
mine the central role of the doctor in the therapeutic pro-
cess. Empirical research supports this tension. For instance,
Ayers et al. (2023) found that chatbot responses were
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sometimes preferred over those of doctors, with participants
rating chatbot answers superior not only in informational
quality but also in perceived empathy. While the preference
for a chatbot over a psychiatrist is not inherently problem-
atic, this scenario illustrates the extent to which Al use can
undermine the trust-based relationship between doctor and
patient—also if the Al is perceived as effective from the
patient’s perspective.

From the patient’s perspective, assessing the chatbot’s
reliability based on previously outlined criteria is nearly
impossible. Patients typically lack the requisite medical
expertise to evaluate the appropriateness of the chatbot’s
responses within the framework of psychotherapeutic treat-
ment. Consequently, the reliability of the Al system is not
perceived as intrinsic to the system itself but is instead tied
to the trustworthiness of the doctor. For example, the suc-
cessful functioning of the chatbot may enhance the doctor’s
perceived competence and reflect benevolence toward the
patient — even if the patient prefers the chatbot in the end.
Conversely, if the chatbot fails to perform reliably, this fail-
ure is likely to be interpreted not as a fault of the system but
as a deficiency in the doctor’s competence and oversight,
thereby damaging the trust relationship. While the patient’s
trust in the doctor may be well-placed, a malfunctioning
Al system could subsequently erode this trust. There is a
danger that trust will not only erode, but turn into distrust,
which describes not merely the absence of trust, but the
expectation of harm, failure, or outcomes contrary to one’s
interests (Jacovi et al., 2021; Tallant, 2017). This issue is
further complicated by the fact that doctors often cannot
explain how Al systems function or assess their reliability,
especially in light of AI’s black-box nature. As a result, doc-
tors must also place their trust in the broader socio-technical
system responsible for developing and implementing the
Al This dynamic reveals the limitations of the concept of
“trustworthy AL,” wherein the perceived trustworthiness of
Al-usage depends on its external validation within a socio-
technical system. These limitations are especially apparent
in healthcare, where key actors, such as doctors, are unable
to directly evaluate the reliability of the Al systems they
rely upon. This analysis highlights a fundamental tension
between reliability and trust. Both doctors and patients
are placed in a vulnerable position, as they depend on the
proper functioning of the socio-technical system in which
the Al operates. However, the potential betrayal of trust is
not attributable to any human actor but hinges on the func-
tionality of the Al itself, hence creating a reliability gap.
This underscores the critical role of examining the episte-
mological foundations of reliability and trust, which reveals
the inherent conflict and interdependence between these
concepts in the context of Al in healthcare.
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Conclusion

We have explored the epistemological and ethical dimen-
sions of trust and reliability within the context of Al tech-
nologies in healthcare. Our analysis of different trust
conceptions and epistemic asymmetries within the doctor-
patient relationship challenges a one-size-fits-all approach
to trust, demonstrating that trust relationships are shaped
by fine-grained epistemic preconditions that vary signifi-
cantly across different Al applications. These epistemic
preconditions are particularly relevant in the doctor-patient
relationship, where trust plays a foundational role in foster-
ing communication, empathy, and shared decision-making.
Specifically, the application of Al in the doctor-patient rela-
tionship exposes what we have termed a “reliability gap”—
a conceptual space where the opaque nature of advanced Al
systems prevents both doctors and patients from indepen-
dently verifying its reliability.

This reliability gap is particularly pronounced in cases
where the Al’s functionality is opaque, autonomous, and
applied in high-stakes scenarios, such as predictive diag-
nostics or therapeutic chatbots. While trust in human rela-
tionships involves affective and normative dimensions
grounded in perceived competence, benevolence, and
shared vulnerability, trust in the use of Al systems relies
predominantly on external factors within a socio-technical
context such as institutional oversight and legislative frame-
works. This creates a dynamic where the trustworthiness of
the AI’s performance is increasingly mediated by the doctor
as a proxy, whose perceived competence and commitment
to patient welfare must bridge this gap. Such trust is struc-
turally indispensable whenever patients lack direct access to
Al systems. Yet it becomes particularly burdensome when
opacity extends to physicians themselves, forcing both
patients and doctors to rely on socio-technical guarantees
that neither can independently verify.

Our use cases demonstrate that the more autonomous and
opaque Al systems are, the more trust in the doctor becomes
essential for bridging the reliability gap. Reliance on these
technologies shifts from cognitive evaluation of reliability
to affective trust in the doctor. This shift raises ethical and
practical concerns, as it complicates the doctor’s dual role:
they must remain a trustworthy advocate for the patient
while relying on systems whose reliability they themselves
may not fully understand or assess. Here, trust and reli-
ance come into conflict, as patients depend on doctors to
validate the reliability of tools that exceed their epistemic
grasp. How this dual reliance complicates the doctor-patient
relationship in practice, at what threshold the mere absence
of trust develops into active distrust and how such reliabil-
ity gaps can be bridged without overburdening doctors and
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healthcare workers should be subject to further empirical
and conceptual research.

In conclusion, the introduction of Al into healthcare
necessitates a re-evaluation of trust dynamics. By high-
lighting the reliability gap and its implications, this paper
underscores the importance of aligning epistemic precondi-
tions for reliance, trust and trustworthiness with the ethical
imperatives of patient-centred care.
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