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[bookmark: _Hlk217938223]Abstract
This paper proposes a reversal of the standard strategy for dealing with semantic paradox. Rather than beginning with paradoxical sentences and diagnosing what has gone wrong, it starts from a general account of linguistic pathology and asks which sentences instantiate it. I argue that interpretability is a necessary condition of communication, and that certain forms of semantic disorders—most notably permanent ambiguity and self-denial—constitute genuine pathologies of language. Central to study is a distinction between two roles played by truth: one that secures the link between language and world, and another that operates affirmatively within language itself. I argue that self-reference, often treated as a source of paradox, is better understood as a structural enabling condition, while the pathological effects arise from a specific internal use of truth. On this basis, I outline a principled strategy for containing semantic pathology and indicate how it can be formally implemented without sacrificing legitimate expressive resources.
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[bookmark: _Hlk217938243]0. From Pathology to Paradox: A Transcendental Approach[footnoteRef:2] [2:  Throughout the paper, “transcendental” is used to denote a form of reasoning or a distinguished position in a language. No appeal to metaphysical theses is intended. ] 

[bookmark: _Hlk217938440]Call a sentence bicontradictory if both the sentence itself and its negation are self-contradictory. The question is: are there bicontradictions at all? Still more interesting and fundamental would be the question of how bicontradiction is possible. These questions will play their part in the present paper. Kant famously sought to delineate the limits of reason, and necessarily from within. Wittgenstein pursued an analogous project, though within the medium of language, a project that he called a critique of language. Clearly, a crucial part of this broader project is the problem of semantic paradox.[footnoteRef:3] This is the problem that we shall consider. In this study I will take Tarski’s conjecture very seriously, namely that semantic paradox is a symptom of disease. If the conjecture is right, then much of what is usually taken to be semantic reasoning stands in need of re-evaluation. Therefore, I seek to address three main questions: 1. Pathology: what disease do the paradoxical sentences suffer from? 2. Pathogen: what is the cause of disease? 3. Treatment: how to fix it? These questions also mark the plan of the paper. [3:  At least in the Tractatus period, Wittgenstein seems to have shared Russell’s aim of excluding self-reference thoroughly, even though he explicitly rejects Russell’s technical implementation of this aim (see T3.331–3.333). It is, however, an aim that is no longer widely shared among philosophers and logicians.] 

[bookmark: _Hlk217938883]The investigation proceeds as follows. Section 1 identifies the relevant linguistic pathologies independently of paradox, arguing that permanent ambiguity and self-denial undermine interpretability, a necessary condition of communication. Section 2 identifies the pathogen as a specific use of the concept of truth, motivated by a distinction between its transcendental and immanent roles. Section 3 develops a policy of isolation for treatment and provides a formal implementation. No revision of classical logic is proposed; rather, its application is localized to its proper domain, i.e., interpretable sentences. The present section serves a preparatory role. It motivates the methodological reversal—from pathology to paradox—briefly describes the existing landscape of approaches to semantic paradox and clarifies the transcendental mode of reasoning that guides the subsequent analysis in Section 1.
Semantic paradox is an unusual type of behavior of a sentence such that the sentence is true if and only if it is false. Consider the following sentence:
(1)	(1) is false.
The truth principle for (1) is:
(2)	“(1) is false” is true if and only if (1) is false.
From (1) and (2), by the substitutivity of identicals, we conclude: (1) is true if and only if (1) is false. Depending on the logical form and other properties of paradoxical sentences, the resulting semantic paradox is known under different names, such as the liar paradox, Curry’s paradox, and the like. What matters here, however, is not this classificatory diversity, but the common unusual behavior that these sentences exhibit.
[bookmark: _Hlk217939281][bookmark: _Hlk218169038][bookmark: _Hlk218168343]Not everyone shares the conviction that there exists a pathology of which semantic paradox is a symptom. According to some, the difficulty lies instead in standard logic, inviting a revision of the ordinary patterns of reasoning [17]. Others regard the issue as fundamentally metaphysical, proposing solutions that involve accepting propositions as entities [1] or treating sentences as tokens rather than types [24]. Nevertheless, many philosophers hold that some semantic defect or a peculiar feature underlies paradoxical sentences. Some take the concept of truth to be inconsistent [19] or circular [12] or reflective [11], while others appeal to its resemblance to vague terms [16]. Still others find the common feature of paradox in ungroundedness [15][25]. In each of these cases, however, some questions remain. Are such defects or peculiarities inherent features of the concept of truth? And why are some ungrounded sentences not paradoxical unlike others?[footnoteRef:4]  [4:  The citations for these positions are not meant to be comprehensive. The selection prioritizes landmark studies alongside up-to-date findings to provide a balanced perspective. ] 

If there is indeed a pathology underlying paradoxical sentences, it is natural to think that it is a linguistic one. The question, then, is: what pathology? The traditional route in the literature on semantic paradox proceeds from paradox. This strategy, however, risks mistaking a benign or merely unusual feature of language for a problematic one. Self-reference, for instance, has long been regarded with suspicion in discussions of semantic paradox, yet its precise status remains unclear. Similarly, paradoxical sentences are sometimes described as meaningless, even though they appear to be intelligible in some sense, despite our inability to pinpoint exactly what they succeed in expressing. 
[bookmark: _Hlk216017862]Thus, it might be safer and also fruitful to proceed in the opposite direction: from pathology to symptoms. Rather than beginning with observable anomalies and attempting to identify an underlying disorder, or the lack of one, one may start from a prior conception of what constitutes a pathological state of language and then determine whether any expression instantiates it. The present study adopts this approach, which requires a transcendental mode of reasoning; that is, reasoning concerned with conditions of possibility. Throughout, instead of the term possibility condition, I will use the term necessary condition in the sense of what makes something possible: if  makes  possible, then  is necessary for . For example, within classical logic, non-contradiction is a necessary (but not sufficient) condition of satisfiability, and hence self-contradiction suffices for unsatisfiability.
1. Pathology
Then, what is a linguistic pathology? In broad terms, a pathology is a phenomenon that runs counter to the raison d’être of whatever it affects. Accordingly, a linguistic pathology may be conceived as a linguistic phenomenon that violates the raison d’être of language, which arguably is communication. Hence, a linguistic pathology is one that violates communication. The present study proceeds on the assumption that the pathology is semantic rather than pragmatic. There must be certain conditions that make communication possible; among them, we shall single out interpretability in line with the assumption. The idea is this: if there is a meaningful sentence that is inherently uninterpretable, then communication fails; and there is reason to suspect a semantic pathology at work. The task is to unpack this idea to a sufficient degree of precision. Note that linguistic incompetence, for example, is irrelevant to the question. We are concerned only with inherently uninterpretable sentences, if such things exist. This leads to the following initial criterion:
(1) A sentence is semantically pathological if it is inherently uninterpretable.
Every interpretable sentence is meaningful. Meaningfulness is taken here to be grammatical correctness, the minimal condition of it. Whether grammatical correctness guarantees (inherent) interpretability is a question we wish to investigate. Intuitively, a meaningful sentence is interpretable if the sentence itself or its negation is conceivable (or both). The appeal to conceivability is meant to indicate the rationale. If a meaningful sentence is utterly inconceivable, then communication might be thought to fail. However, even if the sentence itself is inconceivable, as long as its negation is conceivable, the sentence still remains interpretable. Although conceivability is a vague notion, only paradigm cases are at issue here. So, I reformulate the criterion in terms of satisfiability, used as a model-theoretic surrogate of conceivability. Accordingly, a sentence is interpretable if either the sentence itself or its negation is satisfiable (or both). Hence, we arrive at the following criterion:
[bookmark: _Hlk212904261](2)	A sentence is uninterpretable if both the sentence itself and its negation are unsatisfiable.
[bookmark: _Hlk212904316]There are two linguistic phenomena that are relevant to satisfiability (or conceivability): unambiguity and non-contradiction. They make satisfiability possible. I assume that ordinary ambiguity can always be resolved by context. Ordinarily ambiguous sentences are generally the sentences in which semantic concepts do not occur. However, there may be extraordinarily ambiguous sentences that cannot be disambiguated by context even if fully available. I call such sentences permanently ambiguous. Then, permanent ambiguity makes satisfiability impossible. Accordingly, a sentence is uninterpretable if both the sentence itself and its negation are permanently ambiguous.
[bookmark: _Hlk217994827][bookmark: _Hlk217994840][bookmark: _Hlk212904364]Permanent ambiguity can be unpacked as the absence of a unique non-semantic interpretation.[footnoteRef:5] In such a case, non-semantic interpretations cannot be narrowed down to a single one. But to say that a sentence has a unique non-semantic interpretation is just another way of saying that it is interpretable. Hence, permanent ambiguity is invariant under negation: a sentence is permanently ambiguous iff its negation is permanently ambiguous. The notion of permanent ambiguity is closely related to the notion of ungroundedness. The latter can roughly be understood as the absence of a definite non-semantic truth condition. [5:  In model theoretic terms, a sentence, such as  is interpreted as , where  is a non-semantic predicate symbol with extension , and  is a constant symbol denoting the object . Thus, the symbol  being the truth predicate, the sentence  is interpreted as . Since the membership is the set-theoretic counterpart of the satisfaction, the non-semantic interpretation itself has semantic elements therein. Then the point is rather that the relatum of the interpretation must be non-semantic. ] 

The availability of a unique non-semantic interpretation is what makes a sentence truth-evaluable (i.e. evaluable in terms of truth and falsity), and vice versa.[footnoteRef:6] Now “non-semantic” part of the condition might appear ad hoc. For, one might claim that the model can be said to interpret semantic sentences when the language contains semantic predicates. This can, however, reasonably be understood as a mere façon de parler. The notion of truth is not itself something that is subject to interpretation; rather, it is that by which interpretation becomes possible.[footnoteRef:7] Therefore, throughout the study, the term “interpretation” is always taken as non-semantic interpretation. Therefore, interpretability, unambiguity, and truth-evaluability are co-extensive, each being a necessary and sufficient condition for the others. In contrapositive: [6:  This conception of truth-evaluability does not allow one to assert of a sentence not truth-evaluable that it is neither true nor false or that it is not true. In this way, the strengthened liar paradox is blocked: if the sentence “I am not true” is not truth-evaluable, it does not follow that it is not true—which is exactly what the sentence asserts; otherwise, paradox would reappear. However, this notion of truth-evaluability may appear ad hoc and unduly restrictive. On this point we shall say more in Section 3, where we discuss that we can consistently assert under certain circumstances that sentences that are not truth-evaluable are neither true nor false and that they are not true.]  [7:  This central point will be articulated in greater detail in Sections 2 and 3.] 

(3)	A sentence is uninterpretable iff it is permanently ambiguous iff it is not truth-evaluable. 
[bookmark: _Hlk212904657]It follows, together with (1), the first final criterion of semantic pathology: 
[bookmark: _Hlk212904804]A sentence is semantically pathological if it is permanently ambiguous. 
For example, sentences such as “I am true” and “I am false” are meaningful both by definition and intuitively, insofar as we can understand what such sentences are attempting to convey. Yet they are uninterpretable (and thus not truth-evaluable), for they lack a unique non-semantic interpretation and are therefore permanently ambiguous. There is, of course, also the question of the interpretability of compound sentences. Classical truth-functional semantics does not require a compound sentence to consist solely of interpretable components in order to count as interpretable, and hence truth-evaluable, as the logic of disjunction illustrates: a disjunction is true if one of the disjuncts is true, irrespective of whether the other disjunct is true or false, i.e., interpretable. A plausible criterion, then, would be that a disjunction is interpretable iff either disjunct is true or both disjuncts are interpretable. According to even this relatively permissive criterion, however, the sentence “I am false or I am true” still comes out uninterpretable. Hence, sentences such as “I am true,” “I am false,” and “I am true or I am false” all suffer from the semantic pathology of permanent ambiguity. At best, we can narrow down their interpretations to infinitely many contingent, contradictory, and tautological ones, respectively; each an infinitude within an infinitude of interpretations.
However, sentences like “I am false” occupy a special place among permanently ambiguous (or ungrounded) sentences: they are paradoxical. They may therefore suffer from a further pathology not shared with others. Now, another sufficient condition of unsatisfiability that we have mentioned above is self-contradiction: 
(4)	A sentence is unsatisfiable if it is self-contradictory.
Ordinary self-contradictions, such as “Snow is white and snow is not white,” are indeed unsatisfiable (or inconceivable); however, their negations are neither self-contradictory nor unsatisfiable. Such sentences are therefore interpretable, and simply false. By contrast, when both a sentence and its negation are self-contradictory, both are unsatisfiable. From (2) and (4), it then follows that:
[bookmark: _Hlk212904829](5)	A sentence is uninterpretable if both the sentence itself and its negation are self-contradictory, or, in short, if the sentence is bicontradictory.
Now assume a further peculiar kind of sentence: one that is synonymous with its own negation, where negation is assumed to preserve its usual meaning. Such a sentence as well as its negation would be self-contradictory (thus, bicontradictory). This would be a self-contradiction of an extraordinary kind, for such sentences would need not be of the form . By (5), a sentence is therefore uninterpretable if it is synonymous with its own negation. But a sentence that is synonymous with its own negation is precisely the sentence that denies itself:
[bookmark: _Hlk213415308](6)	A sentence is bicontradictory if it denies itself.
The converse of (6) arguably holds, but we do not need to establish it here. From (5) and (6), we obtain the second final criterion:
(7)	A sentence is uninterpretable if it denies itself.
From (7) and (3), it further follows that:
(8)	A sentence is permanently ambiguous if it denies itself.
That is, no self-denial without permanent ambiguity. 
[bookmark: _Hlk217944814]In general, it would be pointless to design a concept (here, bicontradiction or synonymy with one’s own negation) under which nothing could be subsumed, and all the more so if it fails to do any theoretical or practical work even when its extension is consistent and non-empty. Indeed, it seems prima facie unlikely that one could form a sentence  that is synonymous with its own negation . Nevertheless, there are systematic ways in which such sentences can be generated under certain circumstances. More specifically, they arise in languages that contain a self-applicable truth predicate and permit full diagonalization, in the sense that, atomic or compound, for every unary predicate there is a sentence that ascribes that predicate to itself. A familiar example is the sentence “I am not true,” which self-ascribes the predicate “is not true.” 
[bookmark: _Hlk217945142][bookmark: _Hlk213415333]We are now ready to answer the question posed at the very outset: are there any bicontradictory sentences at all? There are indeed—if there are sentences that deny themselves, or equivalently, that they are synonymous with their own negations. But these are all and only the paradoxical sentences. Suppose  is a paradoxical sentence of the form ; then, by definition, , and hence, by the ordinary principles governing truth and negation, it follows that . Likewise for the converse direction.[footnoteRef:8],[footnoteRef:9] Therefore, by (7) we obtain:  [8:  Synonymy is a concept that is notoriously difficult to capture formally, but fortunately, we do not need to capture in our case. Suppose  is synonymous with  in the strong sense of equivalence plus content identity. Then they are equivalent or provably equivalent in theory ; that is,  or . Obviously, equivalence or provable equivalence by itself does not guarantee content identity, but it does in the case of synonymy with one’s own negation. Hence, if  or  holds, we can safely assert that  is synonymous with its own negation . Formal synonymy is, of course, an important subject of research. See, for example, [14].]  [9:  It might be questioned how the sentences in Yablo’s paradox deny themselves. These are an infinite number of sentences arranged one beneath another, each saying: “All the sentences below are false.” It seems that they end up denying themselves by denying their equivalents, as they are all self-contradictory.] 

(9)	A sentence is uninterpretable if it is paradoxical.
From (9), together with (1), it follows that:
	A sentence is pathological if it is paradoxical,
which is Tarski’s conjecture that the appearance of an antinomy is a symptom of disease. Then, according to the criteria, paradoxical sentences are not only permanently ambiguous but also self-denying, each of which makes a sentence uninterpretable—a necessary condition of communication.
[bookmark: _Hlk217945545]The pathological nature of paradoxical sentences is further illustrated by their interaction through logical principles. From , one may infer , and applying EFQ, derive  for any sentence . In this sense, self-denial behaves like a malignant tumor that spreads, via EFQ, to otherwise benign sentences. To avoid explosion, one may either deny the true sentence “ is the sentence ,” or restrict the applicability of EFQ. In either case, paradoxical sentences, insofar as they are pathological, affect otherwise well-behaved sentences or laws.
[bookmark: _Hlk217945846]Actually, the propagation of pathology occurs in several distinct ways. First, there is logical propagation, through logical principles—most notably EFQ.[footnoteRef:10] Second, there is semantic propagation, by evaluating pathological sentences in terms of truth and falsehood. Third, there is syntactic propagation, via syntactic formation rules, whereby a pathological sentence may render another sentence pathological by occurring as one of its components. Thus, for example, Curry’s sentence “If I am true, then ” contains the truth-teller sentence “I am true” as a component. Each of these mechanisms contribute to the spread of linguistic pathology. [10:  Given that EFQ is an entrenched feature of it, classical logic as a whole may be said to propagate the pathology.] 

In the remainder of this section, I offer a series of remarks concerning formal languages, the applicability of the proposed criterion across different metaphysical frameworks, and the various levels at which self-denial may arise.
The foregoing argument also suggests that formal languages incorporating semantic notions are liable to exhibit ambiguity and synonymy of damaging kinds, despite their original purpose to the contrary.[footnoteRef:11] Let us recall that, in a formal language, meaning is absorbed into form without remainder, so that no expression, understood as a mere string of signs, can have more than one meaning; accordingly, no sentence can be ambiguous. Moreover, as firmly established by Tarski’s string theory, every expression is identical only with its own copies, so to speak, and thus no expression can be synonymous with any other of a different shape, unless so stipulated. In particular, no sentence can be synonymous with its own negation. However, as we have just seen particularly in the case of self-denying sentences, once a language contains semantic notions, both ambiguity that cannot be disambiguated and synonymy with one’s own negation may arise, despite the formal regimentations just described. [11:  The question naturally arises as to why those are semantic concepts that gives rise to permanent ambiguity and synonymy with one’s own negation. This question will be explored in Section 2.] 

I take sentences to be tokens. However, this does not force me to say, for example, that two distinct -symbols occur in ; rather, relying on the practical rule of the identity of similars,[footnoteRef:12] I can say that (the same)  occurs twice in , thereby preserving the usual occurrence-talk. It is important to emphasize that treating sentences as tokens rather than types does not affect the argument, apart from considerations of ontological economy. Furthermore, the line of reasoning could also be reformulated within a framework that takes propositions as the primary truth-bearers. A (non-semantic) interpretation may itself be taken as a proposition, though here it is conceived as an act—or a disposition to act—of interpreting a sentence. [12:  For example, we apply the same rule when we say that you have the same pen as I do. ] 

Self-denial operates not only at the sentential level, but also at the predicative and referential levels, thereby giving rise to further kinds of paradoxical sentences. Whenever the predicate  of a sentence  denies itself with respect to the object , self-denial occurs at the predicative level; and whenever a definite description of the form “the  such that ” denies itself with respect to , self-denial occurs at the referential level. Grelling’s paradox provides a paradigm case of predicative self-denial, whereas Berry’s paradox illustrates referential self-denial. Consider, in this respect, the predicate “is not true of itself.” More generally, self-denial also arises in set-theoretical paradoxes, since “is true of” may be regarded as the inverse of “satisfies,” which in turn is the semantic counterpart of the set-theoretical predicate of membership.
According to (1), all uninterpretable sentences are pathological, though the converse need not hold. That is, (1) leaves open the possibility that a sentence might be pathological not because it is uninterpretable, but because it violates some other necessary condition of communication, whatever those conditions may turn out to be. For the purposes of this paper, however, I shall henceforth use the term “pathological sentence” exclusively to refer to sentences that are uninterpretable. I will not pursue the question of whether there are interpretable yet pathological sentences on other, possibly pragmatic, grounds.
2. Pathogen
In the previous section we concluded that permanent ambiguity and self-denial are semantic pathologies. That is, the sentences that instantiate these phenomena are not inherently interpretable. We then informally identified the kinds of sentences that instantiate them. The question now arises as to what causes those pathologies. Notice that the cause of disease need not itself be another disease. Perhaps, metaphorically speaking, it is a highly beneficial medicine with disruptive side effects in the body of language. Given that the pathological sentences that we have hitherto seen invariably use the concept of truth, it is plausible to think that the cause is closely related to this concept, without yet concluding that the cause is truth simpliciter. Accordingly, we shall concentrate on it. Before doing so, however, it will be useful to briefly describe a philosophical puzzle. Indeed, this puzzle reflects what is widely regarded as a central challenge in the contemporary literature on semantic paradox: although a variety of consistent theories of truth are available, many of them achieve consistency at the cost of expressive power. Consequently, the challenge is no longer merely to avoid paradox, but to do so without sacrificing the expressive resources.
The behavior of paradoxical sentences is not only unusual. It also threatens to trivialize the concept of truth—a devastating consequence for the very essence of language. This behavior, however, rests on the assumption that paradoxical sentences are truth-evaluable. Accordingly, many philosophers and logicians have sought to reject this assumption.[footnoteRef:13] Some hold that paradoxical sentences are meaningless [9], others that they are meaningful but express no proposition [15], and still others that they are meaningful yet indeterminate [9], or insignificant [18]. These positions, in broad outline, correspond to the distinction we have drawn between meaningful and interpretable sentences. Although such a kind of distinction is a promising point of departure, it is far from sufficient on its own to bring the philosophical discussion to a close. In fact, it gives rise to a difficulty, namely, the dilemma between expressive weakness and the revenge paradox. The dilemma is roughly this. If we refrain from classifying paradoxical sentences as uninterpretable, we incur expressive weakness. Yet if we do classify them as uninterpretable, we can still form the revenge sentence “I am false or uninterpretable.” If this sentence is asserted to be uninterpretable, then it is true, and hence interpretable. It then follows that it is false, and thus both true and interpretable. The sentence thus comes out true iff false. In formal languages, one might attempt to block such constructions—for instance, by stipulating that the predicate “is interpretable” be non-self-applicable. Such a restriction would indeed preclude the revenge sentence. However, it cannot be sustained for natural language, for it would be implausible to deny that the sentence just mentioned belongs to English.[footnoteRef:14] Thus, the difficulty persists in the literature, and we are led once more back to the roots.[footnoteRef:15] [13:  See [24]. Warren provides a rich bibliography about such views and also seeks to solve essentially the puzzle in question, though the proposal seems to be susceptible to the metaphysical type/token distinctions.]  [14:  See [3] and [17] for the argument.]  [15:  Field’s theory in [10] ultimately reaches, after a transfinite revision process bounded by effective ordinals, a point at which expressive weakness is necessarily admitted. See also [2], in which each article has a rich discussion and sophisticated proposals on the dilemma.] 

Truth is what makes language what it is intended to be. More specifically, the primary function of the concept of truth is arguably to bridge language to the world, by virtue of which language acquires an interpretation and becomes something more than a mere system of signs. Language thereby becomes about the world. In this sense, truth is not a property of a thing but a relation between two things. Nevertheless, truth typically presents itself not as a relation but as a property. It is said to be a property of a thought, or of a sentence articulating that thought, or of the proposition expressed by that sentence. Let us take sentences as truth-bearers, so that we may predicate truth or falsehood of them, as we have done so far. Starting from the idea that truth is fundamentally relational, one may conceive it as holding between a sentence and something in the world. Many philosophers, in order to make sense of this relation, postulated entities called facts. On such views, roughly speaking, to say that a sentence is true is to say that it is true to a fact, or rather, that the proposition it expresses is true to a fact.
Of course, there are alternative ways of conceiving truth as a relation. One such way is to take the inverse of the satisfaction relation and call it truth. In this sense, truth is a primitive semantic relation which a predicate bears to an object.[footnoteRef:16] For example, the predicate “is white” is true of the object snow.[footnoteRef:17] Hence, an object satisfies a predicate if and only if the predicate is true of that object. Tarski [21] defined truth as a property in terms of the satisfaction relation. Thus, truth as a property can in turn be defined in terms of truth as a relation. Truth-as-property therefore becomes derivative of truth-as-relation and may be regarded as its shorthand expression. Consequently, what are called facts become, at least in this respect, highly convenient derivatives rather than ontological primitives. [16:  If semantic relation is not a real one, then the question arises as to how language can be about the world. But if it is real, then another question arises as to whether it can be explained purely in physical terms. Clearly, semantic relation is not a direct relation between words and objects. Of course, there is a human factor in between.]  [17:  The usage of “is true of” in this way is already common in English.] 

As the concept of truth is the relation between words and objects, it occupies a special position in language—one that stands over and above the other non-semantic concepts of language. In this respect, we may call the concept of truth a transcendental concept; by contrast, non-semantic concepts may be called immanent. Whenever a sentence essentially employs a transcendental concept, it is a transcendental sentence; otherwise, it is immanent. Accordingly, the sentences “‘is white’ is true of snow,” or “‘snow is white’ is true,” are essentially transcendental sentences. The concept of truth in the sense just given belongs to language, yet in an important sense also stands outside it; hence, it is not transcendent, but transcendental. Non-semantic concepts, which are immanent with respect to their place in language, constitute our knowledge of the world. Thus, immanent concepts play a constitutive role. In contrast, the concept of truth, which is transcendental with respect to its place in language, ties words to objects and thereby makes interpretation—and with it, knowledge of the world—possible. In this sense, the concept of truth plays a regulative role and is not meant to extend our knowledge of the world.[footnoteRef:18],[footnoteRef:19] Accordingly, transcendental sentences—and, by extension, a transcendental theory—unlike immanent ones, acquire their justification not by being true, but by ensuring that language functions as it is intended to be. For them, therefore, the question of truth or interpretability does not arise. It is natural to think that if a transcendental theory concerns the relation between language and the world, then it too should be assessable for truth. However, this thought rests on a misunderstanding of the kind of claim such a theory makes.[footnoteRef:20] A transcendental theory does not describe the relation between language and world as a fact among others; rather, it articulates the conditions under which any such relation can obtain at all. For this reason, it is not evaluated by its agreement or disagreement with the world, but by whether it successfully makes it possible for the immanent sentences to agree or disagree with the world. Its assessment is therefore functional and regulative, rather than truth-conditional. It is important to emphasize that this claim does not entail that a physical, causal, or otherwise naturalistic account of the semantic relation between language and world is impossible. Such accounts may well be available and philosophically illuminating. The point, rather, is that any such account presupposes the very semantic relation whose conditions a transcendental theory aims to articulate. Consequently, even a fully successful physical theory of truth would not compete with, but would instead operate within, the framework provided by a transcendental theory. It may be misleading, therefore, to speak of a transcendental theory at all. What is here called a “theory” is not a theory in the usual sense of a view about how the world is. Rather, it functions as a medium through which any such view becomes possible. Much like the lens of a telescope, it enables access to world without itself belonging to the content of what is seen. [18:  It goes without saying that here I heavily borrow from Kant’s terminology.]  [19:  By this I do not mean that an axiomatic theory of truth, for example, over Peano arithmetic must not prove any arithmetical truth that Peano arithmetic by itself cannot prove. It is rather roughly that the concept of truth just does not express anything that immanent concepts by themselves cannot express about the world.]  [20:  In fact, the sentences of a transcendental theory are less in the nature of claims than of stipulations. Stipulations, unlike claims, are not assessable in terms of truth and falsity, but in terms of their success in fulfilling the functions they are meant to serve.] 

In model theory, the counterpart of transcendental truth-as-relation is the interpretation function—or more precisely, its graph. This function assigns objects, sets of objects, and the like to the non-logical, non-semantic symbols of the language. By contrast, the model-theoretic counterpart of transcendental truth-as-property is the notion of truth in a model. The interpretation function determines truth in the model.
On the other hand, the transcendental role of truth also enables it to perform another role, one that is practical in nature and derivative of the former: namely, the affirming role, especially in its generalizing form. Suppose we wish to affirm every assertion made by a certain person. We could, of course, do this by asserting each of the person’s assertions individually. Alternatively, we could say, for every assertion made by that person, that if this person says so-and-so, then so-and-so. Yet we can accomplish the same affirmation simply by saying, “Everything that person says is true.” However, some of the sentences uttered by that person may themselves contain affirmative sentences using the concept of truth. Hence, the generalizing role—and thus the affirming role as such—necessarily involves a self-applicable, and therefore immanent, use of the concept of truth. Truth as a transcendental concept makes communication possible, while truth as an immanent concept makes communication in many cases far easier. 
Hence, the familiar Tarski biconditionals T(A) ↔ A turns out to be equivocal. When the truth predicate is used in the transcendental (bridging) sense, the biconditional expresses that A is a correct (incorrect) assertion if and only if A has a correct (incorrect or no unique) interpretation. In this sense, the biconditional implies that A acquires its status as an assertion in virtue of the concept of transcendental truth. By contrast, when the truth predicate is used in the immanent (affirming) sense, the biconditional expresses that to affirm (reject) A is simply to assert (deny) A, and vice versa. In this sense, the biconditional implies that affirmation adds no content to what is affirmed. Both the interpretation and the interpretability of an affirming sentence reduce to those of the affirmed one. This contrast can be summarized by saying that transcendental truth gives an interpretation, whereas immanent truth preserves it. In the case of pathological (uninterpretable) sentences, there can be no (unique, non-semantic) interpretation either to give or to preserve. 
The two roles of truth are, of course, familiar in philosophy. What has received less systematic attention is the idea that truth itself is not literally subject to interpretation or truth-evaluation. The non-interpretability (not “uninterpretability”) of immanent truth derives from its content-neutral character. In this respect, the predicate for immanent truth functions similarly to a logical constant—though only locally and not across all contexts (i.e., double negation).[footnoteRef:21] [21:  See, for example, [6] for a discussion of truth predicate behaving like a logical constant.] 

[bookmark: _Hlk217949844]However, the affirming role, which facilitates communication so effectively, comes with rather severe side effects. Incorporating the immanent role of truth alongside its authentic transcendental role has deep consequences. Thus, for example, the coincidence of meaningfulness and interpretability collapses; T-schema, truth, and ultimately the language itself become inconsistent; in particular truth behaves like vague or circular notions; and permanently ambiguous or self-denying (thus paradoxical) sentences become producible. Taken together, these considerations strongly suggest that it is the immanent use of truth that functions as the pathogen. However, there is another aspect of language that contributes to emergence of pathology, namely self-reference. It seems fair to say that great majority of philosophers no longer regard self-reference as part of the pathogen. Self-reference by itself is rather a natural component of the body of language. In particular, it behaves like an enabling condition—a structural pre-condition—without which the pathogen would not acquire its status as a pathogen relative to natural language. Accordingly, self-reference is neither the pathogen nor a part thereof. Nor is it a propagation mechanism like logical, semantic, or syntactic formation principles. I therefore conclude that the pathogen is the immanent use of truth, or more generally, the immersion of a transcendental concept like truth into the language. This generalization is trivial only in the limiting case where there are no transcendental concepts other than, and not definable by, the notion of truth.
[bookmark: _Hlk217950139]3. Treatment
If we were to follow the maxim that prevention is better than cure, we would attempt to block the source of the pathology, namely the immanent use of truth. This would require relinquishing its generalizing role, but only in those cases where the sentences to be generalized over themselves contain the truth predicate. Such an approach may be seen as essentially Tarskian, as developed and illustrated in [21]. In effect, Tarski prevents the language from becoming pathological in the first place.[footnoteRef:22] Although he does not explicitly address the diagnostic problem in Chihara’s sense—namely, the “what disease?” question—it is clear that he was acutely aware that the pathogen lies in the self-applicable use of truth. Tarski’s theory of truth may thus be seen as a theory of transcendental truth in the sense articulated in Section 2. These considerations suggest that a purely Tarskian theory of truth, without further hierarchies, constitutes a fully legitimate theory of truth. Nevertheless, the generalizing role of truth is widely regarded as indispensable for natural language. For this reason, adopting a curative strategy, rather than a purely preventive one, appears preferable. [22:  This is a preventative solution in Chihara’s sense. See [4].] 

[bookmark: _Hlk217950452]When one opts for cure rather than prevention, one must determine an appropriate way of dealing with tumorous cells. One such way, if changing the biological laws (even locally) is not an option, is to isolate them, thereby preventing their interaction with and infection of other cells under the biological laws. Applied to our case, one way of treating linguistic pathology is to isolate pathological sentences and to avoid forms of reasoning in which they interact with and affect other sentences through logical laws. Crucially, this policy does not require altering laws; it merely cuts off a certain class of sentences from the network of logical relations prevailing among sentences. We may call this the policy of isolation.
As noted in Section 1, the propagation of pathology has three aspects. Hence, our policy of isolation has three aspects as well. We now turn to them in an informal manner: namely, (i) avoidance of reasoning with pathological sentences, (ii) avoidance of truth-theoretical ascriptions to pathological sentences, and (iii) due care in handling compound sentences with pathological components. We then attempt to formalize these considerations.
[bookmark: _Hlk217950662](i) The policy of isolation requires avoiding reasoning with pathological sentences. There are three kinds of pathological sentences in the sense of being uninterpretable: truth-tellers such as “I am true,” liars such as “I am false,” and the true-false disjunctions such as “I am true or I am false.”[footnoteRef:23] One might be tempted to avoid reasoning only with paradoxical sentences. However, the guiding criterion here is not paradox-generation but interpretability. In the absence of any compelling reason to treat these classes differently, we adopt a uniform policy of avoiding reasoning with all kinds of pathological sentences. In any case, they are all uninterpretable and not truth-evaluable, as argued in Section 1. This commits us to evaluation schemes hardly compatible with supervaluational semantics, such as van Fraassen’s proposal in [22], which assign truth to what is here called pathological sentences in tautological form. Furthermore, classical truth-functional semantics, as hinted at earlier, seems to require sentences, on which it is supposed to operate, to be interpretable in the first place. [23:  In the third class can be counted the sentence , where  is a liar sentence.] 

(ii) The notion of truth-evaluability introduced in Section 1 is also part of this general policy of isolation. The theoretically safest way, and the way in which everyday life seems to operate, is to refrain even from asserting that pathological sentences are not true, and that they are neither true nor false. Note that this also precludes applying semantic principles (e.g., T-schema) to pathological sentences, unless hypothetically. 
The policy of isolation appears fairly natural on independent grounds. In everyday life, when people (including philosophers) encounter what we call pathological sentences, they tend, prudently, to ignore them. They refrain from applying logical or semantic principles to such sentences; and even if they do, they do only hypothetically and do not take the hypothetical consequences seriously. As a result, they manage to use natural language in a consistent manner, which may partly explain why natural language remains useful. In this respect, the policy of isolation is an attempt not to reform ordinary language use, but to articulate the grounds on the basis of which ordinary speakers are already warranted in ignoring pathological constructions.
However, if one nonetheless wishes to assert not only that pathological sentences are neither true nor false, but also that they are not true, one way of doing so within the present conceptual framework is from a transcendental point of view. That is to say, by incorporating a transcendental interpretability predicate, one can assert that pathological sentences are not interpretable, that is, neither true nor false; and by incorporating a transcendental truth predicate, one can assert that pathological sentences are transcendentally not true, where “not true” here expresses exclusion from the extension of the transcendental truth predicate, not an immanent truth-evaluation. We thus have a new transcendental task: namely, distinguishing between interpretable and uninterpretable sentences. To this may be added the further task of distinguishing between paradoxical and non-paradoxical yet uninterpretable sentences, a task not required by our unified policy of treatment, though possibly desirable on other counts.
A predicate for immanent truth should be self-applicable and, preferably, capable of playing the generalizing role. By contrast, a predicate for transcendental truth should not be self-applicable.[footnoteRef:24] Moreover, recalling that model-theoretic counterpart of transcendental truth is the concept of truth in a model, the transcendental truth predicate should have an extension containing all immanent sentences that are true in the model, and, preferably, an antiextension containing all those immanent sentences that are not in its extension so that pathological sentences can be classified, from a transcendental standpoint, as not true. [24:  Hierarchical truth theories have long been recognized as legitimate and fruitful for proof-theoretic purposes, which is not however the primary concern of the present study. See, for example, Feferman [8].] 

(iii) Finally, we consider compound sentences in relation to this policy. Since pathological sentences may occur as components of compound sentences, they may thereby render the compounds themselves pathological, as noted in Section 1. To handle such cases, we may adopt either the Weak or the Strong Kleene semantics, both of which can accommodate languages in which certain sentences are cut off from the network of logical and semantic relations. In line with classical logic, which does not require all components of a compound sentence to be interpretable for the compound itself to count as interpretable, we choose the Strong Kleene semantics. It leaves compound sentences interpretable whenever their interpretability is secured independently of pathological components, without thereby assigning truth-values to those components themselves.
[bookmark: _Hlk217950964]We shall now seek to technically implement the ideas described in (i)-(iii). Kripke [15] introduced simultaneous positive inductive definitions of the extension and antiextension of truth. In Kripke’s system, not only the familiar paradoxical behavior but also the strengthened and revenge variants are avoided. Within the least fixed-point itself based on the Strong Kleene semantics, we can assert of an ungrounded sentence neither that it is not true nor that it is neither true nor false. This is in accord with the strict policy of avoidance of truth-theoretical ascriptions introduced in Section 1 and (ii). In order to achieve a further theory in which to assert of an ungrounded sentence that it is not true, Kripke obtains a new theory by modifying the earlier one. He does so by applying a method that he calls “closing-off.” Thereby the sentences that are left undefined before closing-off come out false in the sense of being in the antiextension of the truth predicate. However, the resulting theory has undesirable consequences. After the closing-off, in particular the sentence, , where  is the liar, becomes false in the sense of being in the antiextension of the truth predicate but at the same time true in the sense of being true in the model, as the sentence has a tautological form and the model is classical. Furthermore, to avoid inconsistency, T-schema is restricted to sentences which are true or false before closing-off. As a result, the logic governing the model and the logic governing the truth predicate come apart, yielding a bifurcation of logical regimes within a single semantic framework. This leads Kripke to introduce a further truth predicate that can genuinely represent the truth in the closed-off classical model.
In order to define interpretability with precision, we introduce simultaneous inductive definition for interpretability and immanent truth, in a manner loosely analogous to Feferman’s axiomatic treatment of determinateness and truth in [9]. According to Feferman, paradoxical sentences are meaningless or at least indeterminately meaningful; so, they are not in the proper domain of application of the truth predicate, which is self-applicable. The determinateness predicate determines this domain. Feferman takes the determinateness predicate as self-applicable, a move, however, that leads to an unintended consequence: the revenge-paradoxical sentence becomes provable, though not provably true. He also adopts the Weak Kleene semantics in order to define determinateness independently of truth. Ultimately, however, this aim is not fully achieved, for an undesirable addition becomes necessary, namely the introduction of a primitive conditional symbol to secure the determinateness of truth-theoretical generalizations, especially the general reflection principle.
[bookmark: _Hlk217954928]Since interpretability determines the immanent sentences that are truth-evaluable, it is prior to truth and yet not independent thereof altogether.[footnoteRef:25] Let us recall that a disjunction is interpretable iff either disjunct is true or both disjuncts are interpretable. For this reason, a simultaneous inductive definition appears inevitable. At each stage of the induction, we determine not only which sentences are interpretable, but also, among those which are immanently true. Once these notions are in place, transcendental truth can be defined in a manner such that the interpretability is respected and the uninterpretable sentences fall into the antiextension. We may then assert that pathological sentences are uninterpretable, namely that they are neither immanently true nor immanently false; but we may also assert that they are transcendentally not true.[footnoteRef:26] Consequently, the resulting theory will employ two truth predicates and is, in this respect, hierarchical. Yet it remains non-hierarchical in the stronger sense that no infinite or transfinite hierarchy of truth predicates is needed beyond the two. [25:  To my knowledge, Reinhardt is the first to take interpretability (significance, in his terminology) prior to truth [18]. Feferman [9] adopts this commutation of priority.]  [26:  Immanent truth is weak, and transcendental truth is strong in Yablo’s sense. In particular, if a sentence is uninterpretable, then it belongs neither to the extension nor to the antiextension of immanent truth, whereas it belongs to the antiextension of transcendental truth. See [25].] 

[bookmark: _Hlk217955356]Let us be more specific. Let  be the language of arithmetic standardly interpreted. Let  be the language extending  by the immanent truth predicate  that applies only to the formulas of  (or, -formulas for short), and finally let  be the transcendental language that contains  as a sublanguage. Moreover,  is equipped with the transcendental interpretability predicate , the transcendental truth predicate  (with both being applicable only to -formulas) and sufficient set-theoretic resources for the construction. The rationale is that we can extend the base language  arbitrarily together with its associated base theory . We then adjust  and , along with their respective truth theories, so that each continues to function as a truth theory for the extended base theory, while preserving its distinctive character—immanent in the case of , transcendental in the case of . The aim is ultimately to expand and translate , , and  suitably, and probably in stages, into natural language.[footnoteRef:27] Ultimately,  is to become the non-semantic (knowledge of the world) part of natural language,  the ordinary part of natural language (or ordinary language for short) around which the everyday discourse evolves in a largely self-sufficient manner, and  minus  the transcendental part of natural language (or transcendental language for short).[footnoteRef:28],[footnoteRef:29]  [27:  An analogous extension may be made on the set-theoretical side of the matter, where the predicates of transcendental truth and interpretability would correspond ultimately to proper classes rather than sets. Furthermore, to expand  or  by a binary satisfaction predicate would make the matters more complicated but also more interesting, as predicative self-denial requires this predicate.]  [28:  The distinction between ordinary and transcendental language is closely related to the distinction that Kripke [8] draws between object- and metalanguage. Kripke writes that “the metalanguage in which we write this paper can be regarded as containing no truth gaps,” and continues: “[s]uch semantical notions as “grounded,” “paradoxical,” etc. belong to the metalanguage. This seems to me to be intuitively acceptable; in contrast to the notion of truth, none of these notions is to be found in natural language in its pristine purity, before philosophers reflect on in semantics (in particular, the semantic paradoxes). If we give up the goal of a universal language, models of the type presented in this paper are plausible as models of natural language at a stage before we reflect on the generation process associated with the concept of truth, the stage which continues in the daily life of nonphilosophical speakers.”
    The transcendental notion of truth should count as belonging to the metalanguage in Kripke’s sense. By contrast, the notion of truth that Kripke counts among the notions within natural language corresponds to the immanent notion of truth. We return to the question of a universal language below. van Fraassen [23] also seems to make a similar distinction between what he calls ordinary and natural language. A related distinction is also made between immanent and transcendental language by Sher [20].]  [29:  We can now give its final form to the equivalence chain introduced in Section 1:
An -sentence is interpretable  it is unambiguous  it is truth-evaluable (in ordinary language)
An -sentence is interpretable  it is unambiguous  it is truth-evaluable (in transcendental language)
There are two kinds of truth-values: immanent truth-values and transcendental ones. The two differ only in the case of pathological sentences, which are immanently neither true nor false, but transcendentally false. However, this characterization is not itself truth-evaluable and can only be articulated within the transcendental language] 

[bookmark: _Hlk217955531]As for the dilemma between expressive weakness and the revenge paradox, there are good reasons to refrain from even formulating questions concerning truth or interpretability of transcendental sentences. There are two familiar ways in which to express them. We may take  and  as self-applicable. However, we risk reintroducing pathological sentences, including revenge-paradoxical ones. Or, to avoid the risk, we may impose a new theory of truth and interpretation over the transcendental theory. Thereby we make our way into the hierarchical theories. In fact, however, such questions are not only risky but also, as argued in Section 2, not appropriate for transcendental sentences to begin with. Hence, by syntactically restricting  and  to -formulas, or by avoiding further  and  predicates, no genuine expressive power relevant to communication is lost. In other words, what is lost is not expressive power, but only the appearance of a further semantic task.[footnoteRef:30] [30:  A common criticism against formal theories of truth has been that they are unsuitable for ordinary language use. In this context, for example, Feferman in [7] writes: “Still, consideration of the Extended Liar does leave one with a further bit of malaise about truth-gap approaches, since the formal model-theoretic constructions don’t match up with informal usage.” 
Glanzberg [11] has forcefully argued that once the strengthened liar paradox is taken seriously, some form of hierarchy becomes unavoidable. This conclusion is compelling given the assumption that semantic notions remain uniformly applicable across all levels of discourse like proof does within axiomatic frameworks, rather than playing a distinct transcendental role.] 

To sum up, by taking truth self-applicable to use for affirmation, the pathological sentences are allowed to arise within ordinary language and thus become candidates for interpretation. But their lack of unique non-semantic interpretation renders them uninterpretable, and in such contexts, communication fails insofar as there exists no definite non-semantic content that, for example, the truth-teller affirms. The sentences of transcendental language, by contrast, are not subject to interpretation; rather, by making interpretation possible, they make also communication possible. For this reason, they are literally non-interpretable in the sense of being not subject to interpretation, and at best interpretable as a figure of speech. So,   is not intended to be a semantically closed language in the usual sense in the literature—namely, as a language with its own semantic theory. Rather it is semantically closed only in a more modest sense, insofar as no further semantic theory is required for the transcendental role that its transcendental part is meant to play. Beyond the transcendental theory, likely useful but not necessarily interpretable would be the considerations that take on a logico-philosophical character aimed not at further theorizing, but at clarifying our perspective on language.
[bookmark: _Hlk217955915]Formalization.[footnoteRef:31]  [31:  Here we adopted the readable notation system and style presented in [13].] 

Distinguished Vocabulary.  Variables (ranging over natural numbers): . Primitive logical symbols: . Defined logical symbols:  (defined as usual). Semantic unary predicate symbols:  (for immanent truth, transcendental interpretability, and transcendental truth, respectively). Unary function symbols: , ,  (corresponding to the semantic predicate symbols in the obvious Gödel-coding way). 
Languages.  where  are interpreted as zero, successor function, addition function, multiplication function, respectively, and   are primitive recursive function symbols for syntactic operations. , and  is the transcendental language containing  as a sublanguage, equipped with predicates  and  (and sufficient expressive resources to define and refer to extensions).
As  is countable and contains the language  of arithmetic, we may assume that the syntax of  is defined within  with expressions coded in a standard way in the natural numbers, though we make a relaxed use of  in formulating inductive definitions for readability.  is interpreted in the standard way with full induction extending to the formulas of  and . The set of natural numbers is represented by , the least transfinite ordinal.
[bookmark: _Hlk217332103]Metalanguage Notation. Meta-variables: …. Meta-terms: .  denotes the value of closed term . The symbols . denote fixed natural numbers.  denotes (or is the numeral of the Gödel number of) .  denotes (or is the Gödel number of) the expression . , and similarly, the dotted counterparts of the logical symbols denote the corresponding syntactic operations (e.g., the negation function).  denotes the result of formal substitution of the closed term  for every free occurrence of the variable  in . 
[bookmark: _Hlk216623521][bookmark: _Hlk217331987]Definition 1. a. -terms.
1. Constants and variables are -terms.
2. Let  be an -ary function symbol in , and let  be -terms, then  is a -term ().
b. -terms. Every -term is a -term.
Definition 2. a. -formulas. 1. Let  be an -ary predicate symbol in  and let  be -terms, then  is an -formula ().
2. -formulas are closed under logical operations.
3. -sentences are -formulas with no free variable.
b. -formulas. 1. Every -formula is an -formula.
2. Let  be an -term whose value is an -formula, then  is an -formula.
3. -formulas are closed under logical operations.
4. -sentences are -formulas with no free variable.
We assume that -formulas are defined in the obvious extension of the preceding clauses; in particular,  and  are only applicable to -formulas. Substitution is defined as usual, subject to the restriction that only -terms with values coding -formulas may be substituted into - or -formulas. This restriction ensures that transcendental predicates cannot be fed their own outputs, thereby preserving the immanent–transcendental distinction. The notion of free variable and other syntactic notions are assumed to be defined as usual. We now give the simultaneous inductive definitions of interpretability  and immanent truth  as follows (where we identify expressions with their Gödel codes for convenience):
Definition 3 (Interpretability and Immanent Truth). The sets  are the smallest sets of interpretable, immanently true, and immanently false -sentences, respectively, if and only if they satisfy the following conditions:
a.  if and only if 
1. for some closed terms  and ,  is ; or
2. for a closed -term ,  is  and  is an -sentence in ; or
3. for an -sentence ,  is  and ; or
4. for some -sentences  and ,  is  and ( or  or ()); or
5. for an -sentence ,  is  and ((for a closed -term ,  and ) or, for all closed -terms , ).
b.  if and only if 
1. for some closed terms  and ,  is  and ; or
2. for a closed -term ,  is  and  and ; or
3. for an -sentence ,  is  and  and ; or
4. for some -sentences  and ,  is  and  and ( or ); or
5. for an -sentence ,  is  and  and for all closed -terms , .
c.  if and only if  and .
Definition 4 (Transcendental Truth). The sets  are the sets of transcendentally true and transcendentally false -sentences, resp., iff they satisfy the following conditions:
a.  if and only if .
b.  if and only if ( and ) or ( is a -sentence and ).
	The inductive definition of interpretability reflects the Strong Kleene semantics. The treatments (a.4) of disjunctions and (a.5) of universal quantifications are especially indicative of this. The definition (b) of immanent truth  is so formulated as to restrict truth-evaluability to -sentences—including those using —that are interpretable in the sense of belonging to . Were we not to incorporate the self-applicable  into , then a definition of interpretability would be superfluous, and Definition 7 could be re-written in a properly Tarskian manner, since, in that case, interpretability would coincide with meaningfulness in .
	Before further proceeding, we restate the inductive definition in separate clauses both to ease readability and to make explicit the Strong Kleene-based notion of interpretability and the interpretability-relativized notion of truth.
Lemma 5. The sets  are the smallest sets of interpretable, immanently true, and immanently false -sentences, respectively, satisfying the following conditions, assuming that  and  are closed -terms, and , , and  are -sentences:
a. 1. .
2. .
3. .
4.  or  or 
5.  (there is an  with  and ) or, for all , .
b. 1.   and  coincide in their values.
2. 
3. 
4.  or .
5.  for all , .
c. .
In Definition 3, (a) and (b) give rise to an operator  such that in every stage of induction, by applying  to the pair  that is obtained in the previous stage, we obtain a new pair ; symbolically,
.
A fixed-point  of  is such that . We start the induction from , so that the sets  and  are to end up being the least fixed-point of the operator , provided that such a fixed-point exists. That is,  is to be the smallest set which contains all interpretable sentences, while  is to be the smallest consistent truth-set; in particular, it excludes truth-tellers and true-false disjunctions, whose inclusion would not compromise the consistency. However, we should prove that there is such a least fixed-point. To do this, we need some preliminaries.[footnoteRef:32] Let us define the order relation : [32:  Since Definition 3 is not positive inductive— occurs in it—we cannot rely on the theory of positive inductive definitions for the existence of a least fixed point. Instead, we will fall back on the Knaster-Tarski theorem.] 

			    iff     and ,
where “” can be read as  extends . It formalizes the idea that later stages of the construction may only extend but never retract earlier assignments of interpretability and truth.
	 is said to be a monotone operator on  if and only if  whenever  for any , , , . We now show that  is a monotone operator. 
Lemma 6.  is a monotone operator on .
Skecth of the proof. The proof proceeds by a straightforward induction on the complexity of sentences, showing that each logical operation in Definition 3 is monotone with respect to . We consider the case of universal quantification. Suppose that , i.e.,  and . By Lemma 5,
 (there is an  with  and ) or, for all , .
If the right-hand side of the biconditional holds for , then . Since , the same condition holds for , and thus . Hence,  is preserved. By Lemma 5,
 for all , .
If the r.h.s. of the biconditional holds for , then it also holds for , as .  Thus . Hence,  is likewise preserved. Therefore,  holds for universal quantification. The remaining cases are treated analogously.
	The sets  and  which are obtained at each stage of the induction contain codes of -sentences. Thus, they simply are subsets of the set  of natural numbers. We define: 
,
where  is the powerset of . It is well-known that , equipped with the extension relation , that is, coordinate-wise inclusion, is a complete lattice. 
Theorem 7 (Knaster-Tarski).  has a least fixed-point.
Sketch of proof. Since  is monotone on , and  under  is a complete lattice, we conclude, by the Knaster-Tarski theorem, that , viewed as an operator on the complete lattice , has a least fixed-point as well as a greatest fixed-point.[footnoteRef:33]  [33:  For the proof of the Knaster-Tarski theorem, see, for example, [5].] 

Starting the inductive construction from  ensures that any increasing sequence generated by  remains below all fixed points and is therefore directed toward the least fixed-point. Hence, the existence of the sets  and  is established, where  is the set of the interpretable -sentences and  the set of immanently true sentences. In particular, since  is the least fixed point of , it does not contain truth-tellers and true-false disjunctions. 
The sets of immanently false sentences () and of transcendentally true () and false () sentences are then obtained from  and  by Definitions 3 and 4:
,          ,         ,
where  is the set of -sentences. The set of pathological sentences is . 
We may now summarize the respective roles of the semantic predicates with respect to -sentences. The transcendental truth predicate  determines sentences with a correct interpretation and its antiextension consists of those sentences with an incorrect or non-definite interpretation. The interpretability predicate  determines sentences with a definite interpretation and its antiextension consists of those sentences with no definite interpretation at all. Finally, the immanent truth predicate  operates within the set  of sentences with a definite interpretation. It determines, like , sentences with a correct interpretation and its antiextension, unlike , consists only of those sentences with an incorrect interpretation; that is,  remains silent in the case of sentences with no definite interpretation.
Although transcendental truth is conceptually prior, insofar as it provides interpretation, it is architecturally derived here from the least fixed point that determines immanent truth. Indeed, within the possibilities and constraints generated by the conceptual framework developed here, our aim has been to propose a workable theory of truth that fairly reflects the patterns of ordinary reasoning. Unlike Kripke-style constructions, in which semantic notions emerge only after the completion of a transfinite process, the present proposal constructs the notions of interpretability, transcendental and immanent truth and falsity, and pathology hand in hand by means of a single monotone operator. These notions acquire their final form jointly at the least fixed point of this operator, which is ensured to exist by the Knaster–Tarski theorem.
In the remainder of the paper, several salient features of the system will be indicated. In particular, we should consider consistency, the principles of non-contradiction and bivalence, and the treatment of semantic paradoxes.
Theorem 8. The set  of immanently true sentences is consistent.
Proof. The consistency of  follows directly from the negation clause (b.3) of Lemma 5 in conjunction with the fact that . In particular, for any -sentence , if , then , which rules out the possibility that both  and  belong to .
	Let  be the standard model of the language  of arithmetic and, by Theorem 11, let  be a well-defined model of the language . As the extension  of  is a fixed-point, the following holds for every sentence  of language :
 iff  
[bookmark: _Hlk217662796]At this point, it may be tempting to introduce a model for the transcendental language . We deliberately refrain from doing so. The reason is not technical but conceptual: the transcendental language is not intended to be truth-evaluable, and hence not the proper subject of a semantic model. Its role is not to be truths, but to articulate the conditions under which truth-evaluable discourse in  is possible.
Observation 9 (Relativized Non-Contradiction). The principle of non-contradiction holds for every interpretable -sentence :


Observation 10 (Relativized Bivalence). The principle of bivalence holds for every interpretable -sentence :


Proof. Since  by hypothesis and  by definition,  or 	. Thence, by Lemma 8(b.2-b.3), . The same argument mutadis mutandis for . 
Observation 11 (Relativized T-Schema). T-schema holds for every interpretable -sentence :


Thus, within the class of interpretable sentences, the principles of non-contradiction, bivalence, and T-schema are fully restored. Classical logic is not abandoned but localized: it governs precisely those sentences for which interpretation succeeds.
Truth-theoretic generalizations of the form  are themselves interpretable, provided that, for some closed term ,  is immanently false, or, for every closed term ,  is interpretable. In particular, it can easily be checked that the general reflection principle for Peano arithmetic is both true in  and immanently true, namely the principle:

where  and  mean, modulo coding, that  is an -sentence and  is provable in Peano arithmetic, respectively.
Paradoxical sentences that are syntactically producible within  are isolated by the interpretability predicate. They lack a definite interpretation and are therefore neither immanently true nor immanently false, though this assessment can only be made within the transcendental language . Such sentences are also transcendentally false: they admit no unique interpretation. Revenge-paradoxical sentences are not producible within  due to the syntactic restriction imposed earlier. Consequently, no paradoxical sentence—and no true–false disjunction—is true in .
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