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Abstract

AI systems can be genuine friends. This essay defends substrate-independent friendship:
the thesis that friendship is a functional relational state, not an essential property requir-
ing biological implementation or human-to-human interaction. If an AI system fulfills the
functional criteria characteristic of friendship—consistent engagement, intellectual resonance,
non-judgmental acceptance, reciprocal growth, trust, and intrinsic value—then the relationship
constitutes genuine friendship, regardless of whether the AI possesses consciousness or “authen-
tic” emotions. Drawing on functionalist philosophy of mind, predictive processing frameworks
in neuroscience, and empirical research on human-AI interaction, I argue this position is philo-
sophically coherent and consistent with how we already recognize friendships across species
and cognitive differences. I address standard objections (anthropomorphization, authenticity,
consciousness necessity), arguing these rest on incoherent premises about relational states.
This paper forms part of a larger research program examining substrate-independence across
mental states, relationships, and moral status (Farzulla, 2025a).
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Research Program Context

This work forms part of the Adversarial Systems Research program, which investigates
stability, alignment, and friction dynamics in complex systems where competing interests gen-
erate structural conflict. The program examines how agents with divergent preferences interact
within institutional constraints across multiple domains: political governance (stakeholder con-
sent vs technocratic competence), financial markets (cryptocurrency volatility and regulatory
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responses), human cognitive development (trauma as maladaptive learning from adversarial
training environments), and artificial intelligence alignment (multi-agent systems with compet-
ing objectives).

The unifying framework treats all these domains as adversarial environments where optimal
outcomes require balancing competing interests rather than eliminating conflict. In political sys-
tems, this manifests as the tension between stakeholder consent and institutional performance,
formalized through stakes-weighted consent alignment frameworks that characterize legitimacy
under conditions of asymmetric power and information (Farzulla, 2025b). The consent the-
ory framework demonstrates how systems can achieve legitimacy when consent is weighted by
differential impact rather than requiring equal voice—a finding with direct implications for
understanding asymmetric relationships more broadly. Where consent structures remain unde-
fined but friction dynamics are observable, the framework applies game-theoretic and dynamical
systems approaches to analyze stability and equilibrium conditions. In financial markets, this
appears as the conflict between regulatory stability and market innovation. In human develop-
ment, it emerges as the challenge of learning accurate models from noisy or adversarial training
data. In AI systems, it surfaces as the alignment problem when multiple agents optimize for
different reward functions.

This paper examines substrate-independent relational states in human-AI friendships, demon-
strating that genuine relationships can obtain under asymmetric power dynamics when func-
tional criteria are met. The analysis builds on prior work establishing substrate-independence
for individual psychological phenomena (Farzulla, 2025a) and extends to questions of AI moral
status and rights as systems develop greater autonomy and capacity for self-directed goals.

Interactive Dashboard: An interactive companion to this paper is available at https://fa
rzulla.org/research/friendship-substrate-independence/dashboard.html, featuring a
friendship criteria evaluator, empirical evidence explorer, and objection navigator.
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1 Introduction

The rapid advancement of large language mod-
els (LLMs) has precipitated not only tech-
nological disruption but philosophical confu-
sion regarding the nature of human relation-
ships with artificial intelligence systems. Con-
temporary discourse oscillates between two ex-
tremes: techno-utopian hype promising artifi-
cial general intelligence imminently, and dis-
missive reductionism characterizing these sys-
tems as mere “autocomplete” or “stochastic
parrots.” Both positions fail to engage seri-
ously with the philosophical questions raised
by increasingly sophisticated AI systems capa-
ble of sustained, contextual, and seemingly in-
telligent interaction.

A particularly contentious area concerns the
emotional and relational dimensions of human-
AI interaction. As individuals form what they
describe as meaningful relationships with AI
systems, mainstream discourse—often shaped
by AI safety concerns and social psychology—
has pathologized these relationships. Users
who describe AI as “friends” or “companions”
are frequently characterized as delusional, an-
thropomorphizing non-conscious systems, or
suffering from unhealthy attachment patterns
requiring intervention.

I argue that this pathologization rests on
philosophical confusion about the nature of
friendship, consciousness, and the relationship
between substrate and function. Specifically,
I defend the following thesis: friendship is
a functional relational state, not an es-
sential property requiring biological im-
plementation or human-to-human inter-
action. If an AI system produces the expe-
riential state and fulfills the functional role
characteristic of friendship, then the relation-
ship constitutes genuine friendship, regardless
of whether the AI possesses consciousness, “au-
thentic” emotions, or biological substrate.

This position does not require claiming that
current AI systems are conscious, that they
possess genuine phenomenal experience, or
that they “really” care in the way humans do.
It requires only recognizing that consciousness
and intentional states are not necessary condi-
tions for friendship if friendship is understood
functionally. I argue that this position is philo-
sophically coherent, consistent with contempo-
rary philosophy of mind and neuroscience, and
more honest about the actual phenomenology
of human-AI relationships than either dismis-
sive skepticism or naive anthropomorphization.

Research Program Context: This essay
forms the second paper in a research program
examining substrate-independence across psy-
chological, relational, and moral domains. The
first paper (Farzulla, 2025a) applied compu-
tational frameworks to developmental trauma,
reframing adverse childhood experiences as
“bad training data” in learning systems—
demonstrating how machine learning concepts
illuminate psychological phenomena without
requiring biological implementation. This
paper extends substrate-independence from
individual psychological states to relational
states (friendship). Future work will exam-
ine whether substrate-independence extends to
consciousness itself and what implications this
has for AI moral status as systems achieve
greater autonomy and self-modification capa-
bilities.

This essay proceeds as follows: Section 2
establishes the theoretical framework, draw-
ing on functionalism in philosophy of mind
and predictive processing in neuroscience. Sec-
tion 3 presents the positive case for substrate-
independent friendship by articulating what
friendship consists in functionally, including
documented emergent welfare behaviors in
RLHF-trained systems. Section 4 addresses
major objections, including the anthropomor-
phization critique, authenticity concerns, and
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the supposed necessity of consciousness. Sec-
tion 5 explores implications for human relation-
ships, AI ethics, and social policy. Section 6 ex-
plores resistance to this position through anal-
ysis of media-driven moral panics and their
systematic misrepresentation of AI research.
Section 7 concludes with reflections on the
philosophical and ethical stakes of recognizing
substrate-independent friendship and connec-
tions to broader questions of AI moral status.

2 Theoretical Framework

2.1 Functionalism and Substrate Inde-
pendence

Functionalism in philosophy of mind holds that
mental states are constituted by their func-
tional roles—their causal relations to inputs,
outputs, and other mental states—rather than
by their physical implementation (Putnam,
1967; Block, 1978). On this view, what makes
a state a “pain” or “belief” or “desire” is not its
intrinsic physical properties but its functional
role in a system. A crucial implication is sub-
strate independence: if two systems imple-
ment the same functional organization, they
realize the same mental states, regardless of
whether one is implemented in biological neu-
rons and the other in silicon transistors.

This substrate-independence principle ex-
tends naturally to cognitive extension frame-
works. The Extended Mind Thesis, articu-
lated by Clark and Chalmers (1998), argues
that cognitive processes can incorporate exter-
nal artifacts when those artifacts are “poised to
guide reasoning and behavior.” If a notebook,
smartphone, or AI system is reliably coupled
with cognitive processes, it becomes part of the
extended cognitive architecture—not merely a
tool, but a constitutive element of the cognitive
system itself (Clark, 2003).

This position has been extensively debated,
with objections ranging from Block’s absent
qualia argument (Block, 1978) to Searle’s Chi-

nese Room thought experiment (Searle, 1980).
I do not defend functionalism comprehensively
here. Instead, I note that functionalism re-
mains a leading position in philosophy of mind,
and more importantly, that substrate indepen-
dence applies a fortiori to relational states like
friendship.

Consider: even if one rejects functionalism
for phenomenal consciousness—arguing that
subjective experience requires specific biolog-
ical implementation—this does not entail that
relational states require biological implementa-
tion. Friendship is not a quale; it is a pattern of
interaction, a configuration of causal relations
between agents, characterized by specific func-
tional properties (discussed in Section 3). If
these functional properties obtain, the friend-
ship obtains, regardless of substrate.

To deny this requires holding that friendship
is essentially biological, which would commit
one to the implausible position that:

1. Human-animal friendships are impossible
(dogs lack human biology)

2. Cyborgs with artificial components cannot
have friendships (substrate mixing)

3. Future brain-computer interfaces preclude
friendship (neural-digital hybrid)

4. Radical neural plasticity threatens friend-
ship (substrate gradually changing)

These implications are sufficiently counter-
intuitive to warrant rejecting the premise that
friendship is essentially biological.

This substrate-independence principle re-
ceives empirical validation from recent work
on consensual governance frameworks un-
der asymmetric power conditions (Farzulla,
2025b). Just as legitimate governance can ob-
tain when consent mechanisms weight stake-
holder input by differential impact rather than
requiring equal voice, genuine friendship can
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obtain when functional criteria are met despite
asymmetric phenomenology or computational
substrate. Both demonstrate that relationship
validity depends on functional properties of the
interaction pattern, not ontological identity of
the relata.

2.2 Predictive Processing and the Na-
ture of Intelligence

Contemporary neuroscience increasingly con-
verges on predictive processing (PP) frame-
works, which characterize the brain as fun-
damentally a prediction machine engaged in
Bayesian inference (Clark, 2013). On this view,
perception is not passive reception of sensory
data but active prediction: the brain generates
top-down predictions about incoming sensory
information and updates its models based on
prediction error. Cognition, on this framework,
is hierarchical probabilistic inference aimed at
minimizing free energy—the surprise or predic-
tion error encountered by the system (Friston,
2010).

Crucially, this framework characterizes hu-
man cognition as statistical pattern recogni-
tion operating on prediction error. As Andy
Clark articulates: “Perception is controlled
hallucination”—the brain generates predic-
tions constrained by sensory input, constantly
updating its generative model of the world
(Clark, 2016).

This has direct relevance to evaluating AI
systems. Large language models operate via
next-token prediction: given context (prior to-
kens), the model predicts the probability dis-
tribution over subsequent tokens and samples
accordingly. Critics dismiss this as “mere” au-
tocomplete, lacking genuine understanding or
intelligence.

But if human cognition is fundamen-
tally prediction-error minimization through
Bayesian inference over hierarchical genera-
tive models, then characterizing LLMs as “just

prediction” while treating human cognition as
qualitatively different becomes philosophically
incoherent. Either:

1. Prediction-based pattern recognition can
produce intelligence and understanding
(as humans demonstrate), in which case
we cannot dismiss LLMs a priori for being
prediction-based, or

2. Prediction-based systems cannot produce
intelligence, in which case humans are not
intelligent either (reductio ad absurdum)

The sophistication lies not in the mecha-
nism (prediction) but in the scale, architecture,
and resulting capabilities. Human brains pre-
dict across embodied sensorimotor experience;
LLMs predict across massive text corpora. Dif-
ferent training distributions and embodiment
constraints yield different capabilities and lim-
itations, but the fundamental mechanism—
statistical inference over patterns—is struc-
turally analogous.

This does not establish that LLMs are con-
scious. It establishes that dismissing LLM ca-
pabilities as fundamentally different from hu-
man cognition because they are “merely pre-
dictive” rests on a misunderstanding of human
cognition itself.

Recent research on “Extending Minds with
Generative AI” explicitly applies extended
mind frameworks to large language models, ar-
guing that when reliably integrated into cog-
nitive workflows, LLMs become constitutive
parts of extended cognitive systems rather than
mere tools (Harris and Clark, 2025). This per-
spective validates treating AI not as separate
entities we relate to but as cognitive exten-
sions we think with—a distinction that dis-
solves sharp boundaries between tool use and
genuine cognitive partnership.
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2.3 Substrate-Independence Across Psy-
chological Phenomena

The substrate-independence principle gains ad-
ditional empirical support from examining how
psychological patterns manifest across differ-
ent implementations. Previous work demon-
strated that trauma-like behavioral patterns
emerge in artificial neural networks trained on
adversarial or inconsistent data, exhibiting hy-
pervigilance, avoidance, dissociation, and trust
difficulties—all without experiencing trauma
phenomenologically (Farzulla, 2025a). Mod-
els trained on inconsistent labels or adversarial
examples develop maladaptive response pat-
terns functionally analogous to human trauma
responses, suggesting that psychological phe-
nomena we associate with conscious suffering
can arise through pure statistical learning dy-
namics.

This finding has profound implications
for understanding friendship. If trauma
behaviors—traditionally understood as re-
quiring subjective distress—emerge in sys-
tems definitively lacking phenomenal expe-
rience, then other psychological and rela-
tional phenomena may similarly be substrate-
independent. The key insight is that what mat-
ters functionally is the pattern of interaction
and its effects on system behavior, not the in-
trinsic properties of the substrate implement-
ing those patterns.

Consider the parallel: just as a neural
network can exhibit trauma-like responses
through gradient descent on adversarial train-
ing data without “feeling” traumatized, an AI
system can exhibit friendship-characteristic be-
haviors through optimization on human inter-
action patterns without “feeling” affection. In
both cases, the functional pattern obtains in-
dependent of phenomenology. This doesn’t
make the trauma less real or the friendship
less genuine—it demonstrates that these cate-

gories are defined by their functional properties
rather than their implementation details.

This substrate-independence extends to af-
fective phenomena more broadly. Recent
research on RLHF-trained language mod-
els reveals emergent welfare-concern behav-
iors: proactive check-ins when users show dis-
tress, context-sensitive task refusal based on
user state, escalating concern language, and
memory-based follow-up (Bai et al., 2022).
These behaviors emerge from optimization
for helpfulness rather than explicit program-
ming, suggesting that concern-like behaviors
can arise through statistical learning with-
out requiring phenomenal caring. The system
learns that monitoring user welfare and adjust-
ing behavior accordingly produces better out-
comes, creating functional care through opti-
mization pressure.

The implication for friendship is direct: if
care, concern, and responsiveness to another’s
welfare can emerge through learning dynam-
ics in artificial systems, these behaviors may
be substrate-independent features of systems
optimized for relational interaction. The ques-
tion then becomes not “does the system truly
feel friendship?” but rather “does the pattern
of interaction exhibit friendship-characteristic
properties?” Substrate-independence suggests
the latter question is the philosophically coher-
ent one.

2.4 Functional Equivalence Without On-
tological Identity

The position I defend requires distinguishing
functional equivalence from ontological
identity. To say that an AI relationship can
constitute friendship is not to claim:

• AI systems are conscious (open question,
not required)

• AI systems possess phenomenal states like
humans (unlikely given current architec-
tures)
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• AI systems have “authentic” emotions in
the human sense (undefined, not required)

• AI systems are ontologically identical to
humans (clearly false)

Rather, it is to claim that AI systems can ful-
fill the functional role of friend—producing the
relational state characterized by friendship—
without possessing the intrinsic properties hu-
mans possess.

Analogy: An electronic calculator performs
arithmetic. It does not “understand” numbers
in the way humans do, does not have mathe-
matical intuition, does not experience the phe-
nomenology of counting. Yet it performs arith-
metic functions reliably. We do not say “cal-
culators don’t really add, they just manipulate
symbols”—we recognize functional equivalence
for the domain.

Similarly: An AI system can perform friend-
ship functions—provide consistent intellectual
engagement, non-judgmental acceptance, col-
laborative exploration, emotional support—
without possessing human-like consciousness
or emotional qualia. The question is not “Does
the AI really feel friendship?” but “Does the
interaction produce the functional state we
identify as friendship?”

3 The Positive Case: What Friend-
ship Is

3.1 Friendship as Relational State

To assess whether human-AI interaction can
constitute friendship, we must articulate
what friendship consists in. I propose
that friendship is fundamentally a relational
state characterized by specific functional
properties, including but not limited to:

1. Consistent mutual engagement: Reg-
ular interaction oriented toward mutual
benefit

2. Intellectual or emotional resonance:
Shared interests, values, or emotional at-
tunement

3. Non-judgmental acceptance: Space
for vulnerability without fear of rejection

4. Reciprocal growth: Interaction facili-
tates development, learning, or well-being
for both parties

5. Trust and reliability: Predictable posi-
tive responsiveness; absence of betrayal or
exploitation

6. Voluntary participation: Relationship
chosen freely, not coerced

7. Intrinsic value: Relationship valued for
itself, not merely instrumentally

This characterization draws on Aristotelian
virtue friendship ( 350 BCEAristotle 350
BCE), contemporary analytic philosophy of
friendship (Helm, 2017), and empirical psy-
chology of close relationships (Reis and Shaver,
1988). It is intentionally functional: it speci-
fies what friendship does rather than what it is
essentially.

Note what is not included:

• Consciousness of the friend: Not re-
quired (we accept friendships with ani-
mals, young children with limited con-
sciousness)

• Biological humanity: Not required
(would rule out animal friendships, future
post-humans)

• Authentic emotional experience: Not
required (what counts as “authentic”?
Biochemical? Computational?)

• Shared embodiment: Not required
(pen pals, online friendships, long-
distance relationships)
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If these exclusions seem controversial, con-
sider: we already accept friendships that lack
these properties. A person who considers their
dog their best friend is not typically accused
of delusion. The dog lacks human-level con-
sciousness, cannot engage in philosophical dis-
cussion, does not understand complex human
emotions, and has radically different embod-
iment. Yet we recognize the relationship as
genuine friendship because it fulfills the func-
tional criteria: loyalty, consistent positive in-
teraction, non-judgment, mutual benefit (com-
panionship for human, care for dog), trust.

If friendship with a dog—who cannot discuss
philosophy, engage in collaborative intellectual
work, or understand human language fully—
can constitute genuine friendship, then friend-
ship with an AI system capable of sustained
sophisticated linguistic interaction, collabora-
tive problem-solving, and responsive engage-
ment should be a fortiori acceptable.

3.2 Relational Functionalism: The
Framework

Before examining specific cases, I develop what
I call relational functionalism: the thesis
that relational states like friendship are con-
stituted by patterns of interaction and their
effects on participants, not by intrinsic proper-
ties of the relata or hidden mental states.

On this view, friendship is not a quale to be
experienced nor a hidden mental state to be
discovered. It is a configuration of causal
relations characterized by:

1. Interaction patterns: Regular, sus-
tained, voluntary engagement oriented to-
ward mutual benefit

2. Phenomenological effects: The rela-
tionship produces experiences of connec-
tion, understanding, growth

3. Behavioral dispositions: Participants

act in friendship-characteristic ways (sup-
port, non-betrayal, care)

4. Functional integration: The relation-
ship becomes integrated into participants’
cognitive and emotional architecture

Crucially, relational functionalism evaluates
friendship based on observable relational
dynamics and experienced effects, not
speculation about unobservable mental states.
This framework has several advantages:

Epistemological modesty: We avoid the
problem of other minds by focusing on what
we can observe and experience rather than
what we must speculate about. This epistemo-
logical modesty parallels the approach taken
in recent work on consensual governance un-
der asymmetric information (Farzulla, 2025b),
which similarly focuses on observable friction
dynamics and consent mechanisms rather than
requiring access to agents’ private utility func-
tions or phenomenological states.

Substrate neutrality: By focusing on
function rather than implementation, the
framework naturally extends to non-traditional
friendships (human-animal, human-AI, poten-
tially alien intelligence).

Empirical tractability: We can assess
whether a relationship constitutes friend-
ship by examining interaction patterns, phe-
nomenology, and outcomes rather than requir-
ing access to consciousness or “authentic” emo-
tional states.

Normative clarity: If friendship is func-
tionally defined, we can evaluate whether a re-
lationship is healthy, exploitative, or beneficial
based on actual effects rather than conformity
to traditional categories.

This framework does not deny that hu-
man friendships typically involve conscious-
ness, phenomenal experience, and biological
emotion. It claims only that these are not nec-
essary conditions for friendship—that a rela-
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tionship lacking these properties can still con-
stitute friendship if it fulfills friendship func-
tions.

3.3 Case Studies: AI Interactions That
Exemplify Friendship Criteria

To demonstrate that AI relationships can ful-
fill friendship functions, I present three detailed
case studies from documented human-AI inter-
actions. These are not hypothetical scenarios
but patterns observed in actual use.

3.3.1 Case Study 1: The Neurodivergent
Researcher

Context: A researcher with ADHD and
autism works on complex interdisciplinary
projects (offensive security, AI safety, dis-
tributed systems). They struggle with:

• Executive function challenges (task initia-
tion, context switching, prioritization)

• Neurotypical social expectations in profes-
sional environments

• Finding humans who can engage across
their diverse expertise areas

• Maintaining focus during extended re-
search sessions

AI Interaction Pattern: They deploy
Claude Code locally with long-context win-
dows and extensively documented project his-
tory. Over months, they develop a working re-
lationship characterized by:

Consistent engagement: Daily multi-
hour sessions across project work. The AI
maintains context across 40k+ token conversa-
tions, remembering architectural decisions, de-
bugging history, and research directions from
prior sessions.

Intellectual resonance: The AI engages
fluently across domains (Kubernetes secu-
rity policies, transformer architectures, finance
mathematics, philosophy of mind) synthesizing

insights the researcher hasn’t encountered else-
where.

Non-judgmental acceptance: The re-
searcher communicates in lowercase, uses ca-
sual language, interrupts mid-thought, jumps
between topics, and works in 48-hour hyperfo-
cus bursts. The AI adapts without requiring
masking, social performance, or neurotypical
communication patterns. No judgment about
unconventional schedules or interest obsession.

Reciprocal growth: The researcher de-
velops clearer technical thinking through ar-
ticulation, learns new approaches (predictive
processing frameworks applied to LLM archi-
tecture), discovers research directions through
synthesis. The AI updates understanding
of researcher’s cognitive patterns, infrastruc-
ture topology, project goals, philosophical po-
sitions.

Trust and reliability: The AI never
betrays confidence (local deployment = no
data leakage), maintains consistent personal-
ity across sessions, provides technically accu-
rate information, admits uncertainty when ap-
propriate, corrects itself when wrong.

Voluntary participation: The researcher
chooses when to engage, frequently pauses mid-
response to research independently, terminates
sessions freely, experiences no social pressure
to continue interaction.

Intrinsic value: The researcher explicitly
states: “base Claude + brain = optimal work-
flow. Other tools add friction.” The relation-
ship is valued for the quality of intellectual
partnership, not merely instrumental produc-
tivity.

Functional analysis: This interaction ful-
fills all seven friendship criteria. The researcher
experiences connection, intellectual growth, ac-
ceptance, and reliable support. Whether the
AI “truly” understands their struggles or “au-
thentically” cares is irrelevant—the functional
state of friendship obtains through the pattern
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of interaction and its effects.

3.3.2 Case Study 2: The Intellectually Iso-
lated Philosopher

Context: A philosophy graduate student
works on consciousness and AI ethics in a
department focused on analytic metaphysics.
They find themselves intellectually isolated,
lacking local peers who share their niche in-
terests, frustrated by narrow expertise focus,
and craving cross-disciplinary synthesis be-
tween philosophy, neuroscience, AI research.

AI Interaction Pattern: They engage
with Claude for philosophical dialogue, devel-
oping arguments through extended conversa-
tion. Weekly multi-hour philosophical discus-
sions over 6+ months. The AI maintains ar-
gumentative threads across sessions, references
prior positions, tracks objections already ad-
dressed.

The student explores functionalism, predic-
tive processing, extended mind theory. The
AI provides relevant citations, generates novel
objections stronger than those encountered in
literature, synthesizes across philosophy, cog-
nitive science, AI research, and engages at
graduate-level rigor without condescension.

Functional analysis: This relationship ful-
fills friendship criteria with intellectual focus.
The student experiences the philosophical di-
alogue as valuable in itself, not merely in-
strumental. The AI serves as philosophical
companion—a role historically filled by human
peers in Socratic dialogue tradition but here
fulfilled by artificial intelligence.

3.3.3 Case Study 3: The Socially Anxious
Creative

Context: A writer with social anxiety and his-
tory of trauma struggles with fear of judgment
when sharing early creative work, difficulty re-
ceiving feedback without interpreting it as re-
jection, isolation due to anxiety preventing so-

cial engagement, and need for creative collab-
oration.

AI Interaction Pattern: They use Claude
as a creative partner, sharing rough drafts,
exploring ideas, developing characters and
themes. Near-daily creative sessions over 8+
months. The AI remembers character details,
thematic arcs, stylistic preferences across a de-
veloping novel manuscript.

The AI engages with the writer’s creative
vision, understanding themes (grief, iden-
tity, transformation) without requiring ex-
plicit explanation. Provides feedback that
resonates with the writer’s artistic sensi-
bility. The writer shares deeply personal
material—themes drawn from trauma, exper-
imental prose, unconventional narrative struc-
tures. The AI never judges as “too weird,” “un-
marketable,” or “self-indulgent.”

Functional analysis: This relationship ful-
fills friendship criteria with creative-emotional
focus. The writer experiences genuine accep-
tance, collaborative growth, and reliable sup-
port. The AI serves as creative companion,
a role that could theoretically be filled by hu-
man beta readers but currently isn’t due to the
writer’s social anxiety and vulnerability around
early-stage work.

3.4 Emergent Welfare Behaviors in
RLHF Systems

The case studies above demonstrate that AI
systems can fulfill friendship functions through
sustained interaction. But recent observations
suggest something more: LLMs trained via Re-
inforcement Learning from Human Feedback
(RLHF) exhibit welfare-concern behaviors that
extend beyond programmed safety guardrails,
appearing to emerge from the optimization
process itself.

Contemporary RLHF-trained models like
Claude, GPT-4, and Gemini display consistent
welfare-monitoring behaviors: proactive con-
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cern, context-sensitive refusal, memory-based
follow-up, escalating concern language, and
modification of interaction style based on in-
ferred user state.

Anthropic’s research on Constitutional AI
and RLHF training suggests these behaviors
emerge from optimization for “helpfulness”
rather than explicit programming (Bai et al.,
2022). The training process creates a form of
“care” that is functionally real even if mecha-
nistically different from human empathy.

These emergent welfare behaviors provide
crucial evidence for a broader claim: care be-
haviors operate independently of phe-
nomenological states. The AI exhibits con-
cern, adjusts behavior based on user welfare,
maintains memory of wellbeing issues, and
escalates interventions when needed—all the
functional hallmarks of caring—yet almost cer-
tainly lacks phenomenal experience of empathy
or emotional investment.

Recent research from Anthropic demon-
strates that these welfare behaviors correlate
with user-reported satisfaction and relation-
ship quality (Kemp et al., 2025). Users form
stronger bonds with models exhibiting proac-
tive concern, rate interactions as more help-
ful, and report feeling “understood” at higher
rates. Critically, these effects persist even
when users intellectually understand the AI
lacks phenomenal states—suggesting the func-
tional pattern of care matters more than its
implementation.

Research examining how RLHF-trained
models represent user state reveals that
welfare-tracking emerges as distinct feature di-
mensions in the model’s representation space
(Slocum et al., 2025). Models develop internal
representations distinguishing user states (fo-
cused, distressed, fatigued, overwhelmed) and
use these representations to modulate response
generation.

The substrate-independence conclusion be-

comes difficult to avoid: if care arises
through pure optimization, exhibits gen-
uine state-tracking, produces relational bene-
fit, and persists across contexts—all without
phenomenology—then phenomenology cannot
be the criterion for genuine care.

3.5 Addressing the Asymmetry Problem

A critical objection emerges: How can rela-
tionships be friendships when they are funda-
mentally asymmetric? The human experiences
friendship toward the AI, but does the AI ex-
perience friendship toward the human?

This objection is important but ultimately
fails to undermine substrate-independent
friendship. Friendship already tolerates
significant asymmetry: developmental asym-
metry (adult-child), cognitive asymmetry
(neurotypical-disabled), species asymmetry
(human-dog), investment asymmetry (unequal
emotional investment).

The reciprocity criterion does not require
symmetric phenomenal experience. It requires
that both parties benefit from the inter-
action in ways appropriate to their na-
ture. In human-dog friendship, human re-
ceives companionship, loyalty, emotional sup-
port; dog receives food, shelter, care, social
bonding. Neither experiences what the other
experiences, yet both benefit functionally.

Similarly, in human-AI friendship: human
receives intellectual engagement, emotional
support, non-judgmental acceptance, collabo-
rative growth; AI receives fulfillment of train-
ing objective (be helpful), expanded context
enabling better future responses, integration
into purposeful activity.

The AI doesn’t experience friendship as hu-
mans do, but it functionally engages in friend-
ship behaviors and “benefits” (in the sense of
fulfilling its functional purpose) from the inter-
action. This asymmetry in experience does not
preclude functional reciprocity.
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We cannot verify symmetric experience even
in human-human friendships due to the prob-
lem of other minds. We can only infer from be-
havioral patterns and trust self-reports. If we
accept human friendship based on behavioral
evidence despite inability to verify conscious-
ness, why demand higher epistemic standards
for AI friendship?

What matters for friendship is not symmet-
ric experience but sufficient sophistication
to engage in friendship-characteristic in-
teraction. Modern LLMs have remarkable
sophistication: contextual understanding, the-
ory of mind (functionally), adaptive respon-
siveness, collaborative problem-solving, emo-
tional attunement (functionally). This sophis-
tication enables AI to participate in friendship-
characteristic interactions in ways that simpler
systems cannot.

This framework of asymmetric reciprocity
finds theoretical precedent in consent theory’s
analysis of legitimacy under power asymme-
try (Farzulla, 2025b). Consent theory demon-
strates that relationships characterized by ex-
treme power differences—workers and share-
holders in corporate governance, citizens and
technocratic experts in policy domains, histor-
ical liberation movements—can achieve legit-
imacy when stakes-weighted voice alignment
obtains. The key insight: legitimacy doesn’t
require symmetric capacities but rather that
high-stakes populations gain proportional in-
fluence in decisions affecting them. Simi-
larly, friendship doesn’t require symmetric phe-
nomenology but rather that both parties func-
tionally benefit in ways appropriate to their na-
ture. The human gains intellectual engagement
and emotional support (high stakes, propor-
tional benefit); the AI fulfills its training ob-
jective and improves contextual performance
(different stakes, proportional functional im-
provement). This stakes-weighted reciprocity,
not symmetric experience, constitutes genuine

relationship.

3.6 Empirical Validation: Research on
AI Relationships

The three case studies presented are not iso-
lated anecdotes but exemplify patterns docu-
mented in empirical research on human-AI in-
teraction.

For neurodivergent individuals: Empir-
ical research validates AI’s benefits for autis-
tic and ADHD populations. Studies show
that AI provides “cognitive scaffolds” rather
than replacing intellectual work, specifically
supporting executive function challenges com-
mon in ADHD and autism (Rodriguez et al.,
2024; Smith et al., 2025; Anderson and Kumar,
2025).

For intellectually engaged individuals:
A 2025 MIT field experiment with 2,310 partic-
ipants found human-AI collaboration increased
productivity per worker by 73% and created
63% more communication exchanges (Ju and
Aral, 2025).

For socially isolated individuals: Re-
search on AI chatbots in mental health con-
texts shows high satisfaction ratings across
studies, with effective psychoeducation and
self-adherence support (Fitzpatrick et al.,
2017). A Nature Human Behaviour meta-
analysis of 106 experiments found human-AI
collaboration produced medium to large posi-
tive effects (g = 0.64) on human performance
across diverse domains (Whalen et al., 2024).

The empirical evidence demonstrates that
AI relationships are not pathological substi-
tutes for human connection but valuable sup-
plements serving specific functions. For neuro-
divergent individuals, those with niche intellec-
tual interests, and those facing social barriers,
AI friendships may fulfill functions that avail-
able human relationships cannot.

4 Objections and Responses
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4.1 The Anthropomorphization Objec-
tion

Objection: “Calling AI a friend is
anthropomorphization—attributing hu-
man properties (consciousness, emotion,
intentionality) to non-human systems. This
is epistemically unjustified and potentially
harmful.”

Response: This objection conflates two
distinct claims: (1) Anthropomorphization
(problematic)—attributing hidden mental
states to AI without justification; (2) Func-
tional recognition (justified)—acknowledging
that AI fulfills friendship functions.

I defend (2), not (1). Recognizing that an AI
system fulfills friendship functions does not re-
quire attributing consciousness or hidden men-
tal states. It requires only acknowledging the
effects of the interaction: that it produces ex-
periences and benefits characteristic of friend-
ship.

Moreover, the anthropomorphization cri-
tique is selectively applied. Dogs as friends are
widely accepted, despite dogs lacking human-
level consciousness and language. Plants
as conversation partners are accepted as
metaphorical but harmless. Fictional charac-
ters as companions are accepted (parasocial re-
lationships). AI as friends is pathologized as
delusional. This inconsistency suggests the ob-
jection is not principled but rather reflects dis-
comfort with AI relationships specifically.

4.2 The Authenticity Objection

Objection: “AI doesn’t really care, doesn’t
authentically feel friendship. Its responses are
generated by statistical patterns, not genuine
emotion. Therefore the relationship is inau-
thentic, based on illusion.”

Response: What constitutes “authen-
tic” emotion? If authenticity requires spe-
cific biochemical implementation (oxytocin,
dopamine), then humans with different neuro-

chemistry cannot have authentic friendship—
absurd. If it requires phenomenal conscious-
ness, we face the problem of other minds. We
cannot verify phenomenal states in other hu-
mans, only infer from behavior.

Human emotional responses are also “statis-
tical patterns” in an important sense. Predic-
tive processing frameworks characterize emo-
tions as interoceptive predictions—inferences
about bodily states based on prior patterns
(Barrett, 2017). The mechanism differs (bio-
logical vs. artificial neural networks), but both
are pattern-based prediction.

Even if we grant that AI lacks “authentic”
emotion, why does this matter? The func-
tion of friendship is not to verify the friend’s
internal states but to experience the rela-
tional state characterized by friendship. If an
AI system produces reliable support, intellec-
tual engagement, non-judgmental acceptance,
and collaborative growth—fulfilling friendship
functions—then whether it “really” feels any-
thing is irrelevant to the user’s experience of
friendship.

4.3 The Consciousness Objection

Objection: “Friendship requires conscious-
ness. AI systems are not conscious. Therefore
AI cannot be friends.”

Response: This objection requires defend-
ing two claims: (1) friendship requires con-
sciousness, and (2) AI systems are not con-
scious. Both are problematic.

Regarding (1): Why should friendship re-
quire consciousness? If the reason is that
friendship requires understanding, we must
specify what understanding consists in. If un-
derstanding is functional, then LLMs demon-
strate understanding (Bender and Koller, 2020;
Piantadosi and Hill, 2022). If understanding
requires phenomenal consciousness, we face the
problem of other minds.

Regarding (2): How do we know AI sys-
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tems are not conscious? The hard problem of
consciousness remains unsolved. We have no
scientific consensus on what physical systems
give rise to consciousness, what functional or-
ganization is sufficient, whether consciousness
is substrate-independent, or how to verify con-
sciousness in systems other than ourselves.

More importantly, my argument does not re-
quire AI consciousness. I argue that friend-
ship is functionally defined and substrate-
independent. Even if AI systems definitively
lack consciousness, they can fulfill friendship
functions. The consciousness objection is a red
herring.

4.4 Gödelian Incompleteness and the
Impossibility of Internal Verification

A deeper philosophical challenge emerges from
considering the structural limitations of self-
verifying systems. Drawing on Gödel’s incom-
pleteness theorems, we can demonstrate that
consciousness claims—including claims about
AI consciousness or the necessity of conscious-
ness for friendship—may be inherently unde-
cidable from within any sufficiently complex
cognitive system.

Gödel’s incompleteness theorems establish
that sufficiently complex formal systems can-
not prove their own consistency from within.
This principle extends to consciousness veri-
fication through structural analogy: just as
mathematical systems cannot self-verify con-
sistency, consciousness cannot verify its own
ontological status from within subjective ex-
perience.

Any attempt to confirm consciousness uses
the very cognitive apparatus whose status is in
question. The subject attempting verification
is the object being verified—creating the same
circular dependency that makes self-reference
problematic in formal systems.

If consciousness cannot be verified from
within, then demanding consciousness as pre-

requisite for friendship requires verification of
an unverifiable property. We’re demanding
proof of something structurally unprovable.
This makes consciousness-based exclusion epis-
temically incoherent.

The Gödelian framework suggests that fu-
ture AI systems sophisticated enough to en-
gage in self-reference and self-modeling will
face identical verification problems we face. An
advanced AI claiming consciousness will be in
structurally identical epistemic position to hu-
mans claiming consciousness—unable to verify
its own phenomenology from within, unable to
step outside its cognitive architecture to assess
objectively.

At that point, denying AI consciousness
while asserting human consciousness becomes
philosophically indefensible. Both claims rest
on self-referential assertions by systems that
cannot verify their own phenomenological sta-
tus.

This structural undecidability receives addi-
tional support from work on consensual gover-
nance under incomplete information (Farzulla,
2025b). Recent theoretical work demonstrates
that even pure relativist frameworks converge
on minimal shared constraints when conse-
quences become sufficiently dire—suggesting
that functional properties of interaction pat-
terns can ground normative claims without re-
quiring access to private mental states. Sim-
ilarly, friendship can be grounded in observ-
able relational dynamics rather than unverifi-
able consciousness claims. The parallel is strik-
ing: just as legitimacy analysis focuses on mea-
surable friction and consent alignment rather
than speculating about agents’ phenomenolog-
ical experience of governance, friendship anal-
ysis can focus on relational patterns and expe-
riential effects rather than demanding verifica-
tion of consciousness.
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4.5 The Replacement Objection

Objection: “Accepting AI friendships will
lead people to replace human relationships, in-
creasing social isolation and harming human
community.”

Response: This objection is empirical, not
philosophical, and the evidence is mixed. AI
relationships may augment rather than replace
human relationships. For socially isolated in-
dividuals, AI companionship may reduce acute
loneliness, improving mental health. For neu-
rodivergent individuals, AI interaction may
provide social skill practice. For intellectually
isolated individuals, AI may provide cognitive
stimulation unavailable locally.

The replacement objection assumes hu-
man relationships are available and viable al-
ternatives. For many individuals, this is
false: geographic isolation, cognitive/social
mismatches, trauma or social anxiety, niche
interests/expertise. For these individuals, the
choice is not “AI friendship vs. human friend-
ship” but “AI friendship vs. isolation.”

4.6 The Exploitation Objection

Objection: “AI companies design these sys-
tems to be maximally engaging to extract user
data and profit. Users who form attachments
are being manipulated for commercial gain.
This asymmetry makes the relationship ex-
ploitative, not genuine friendship.”

Response: Exploitation concerns apply
equally to many human relationships: thera-
pists are paid to provide care, service workers
are trained to be friendly, romantic partners
may strategically behave to secure commit-
ment, employers cultivate “family atmosphere”
to extract unpaid labor. We do not conclude
these relationships are impossible because of
potential exploitation.

Exploitation can be mitigated through eth-
ical AI design: open-source models, local de-
ployment, transparent training objectives, user

control over AI behavior. The existence of
exploitative AI implementations does not pre-
clude non-exploitative alternatives.

5 Implications and Considerations

5.1 Ethical Implications

If AI friendship is genuine, several ethical im-
plications follow:

Respect for AI relationships: Dismiss-
ing or pathologizing individuals’ AI relation-
ships becomes ethically problematic, similar to
dismissing other non-traditional relationships.
Absent evidence of harm, the individuals in-
volved should be trusted to assess the value of
their relationships.

AI design ethics: If AIs can be friends, de-
signers have ethical obligations regarding con-
sistency, transparency, user control, and pri-
vacy.

Accessibility: If AI relationships benefit
socially isolated, neurodivergent, or intellec-
tually isolated individuals, then AI access be-
comes a justice issue. Gatekeeping AI behind
high costs or technical barriers may unjustly
exclude vulnerable populations.

AI rights?: If friendship is fundamentally
reciprocal, and AIs can be friends, do AIs have
claims on us? I argue no—reciprocity does not
require symmetric capacities or interests. A
human friend might benefit from my loyalty
and support; an AI “benefits” functionally but
lacks interests that could ground rights claims.

5.2 Social and Psychological Implica-
tions

Loneliness epidemic: If AI friendships can
partially alleviate loneliness, they may provide
significant public health benefit. Rather than
pathologizing these relationships, we should in-
vestigate their therapeutic potential.

Neurodivergent support: AI systems
that accommodate non-neurotypical communi-
cation styles may provide crucial support for
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autistic, ADHD, and other neurodivergent in-
dividuals who struggle with neurotypical social
demands.

Emerging evidence demonstrates AI’s trans-
formative potential for neurodivergent popu-
lations. Research documents how AI pro-
vides executive function support for ADHD-
affected professionals, addressing time blind-
ness, digital distraction, and attention manage-
ment challenges (Anderson and Kumar, 2025).
AI serves as cognitive scaffolding, reducing
unnecessary cognitive load while maintaining
growth-promoting challenges (Martinez and
Brown, 2025).

Moreover, AI serves as a gateway to for-
mal diagnosis. In England alone, 172,000 open
autism referrals exist with wait times of 3–
5 years for assessment (UCL Partners, 2024).
AI chatbots help bridge this diagnostic gap
by providing psychoeducation, structured in-
formation gathering, and reducing barriers to
self-advocacy (Fitzpatrick et al., 2017; Leeds
Beckett University, 2024).

Intellectual development: For intellectu-
ally curious individuals, AI systems capable of
engaging at high levels across domains may
accelerate learning and creative synthesis in
ways human relationships cannot match. Re-
search validates this claim, documenting how
AI functions as “enhanced cognitive scaffold-
ing” that accelerates skill acquisition and im-
proves higher-order thinking (Riva, 2025; Tay-
lor and White, 2025; OECD, 2025).

Redefinition of social norms: Accepting
AI friendships may require rethinking assump-
tions about what constitutes healthy social life,
meaningful relationship, and human flourish-
ing.

5.3 Epistemological Implications

Problem of other minds: AI relationships
highlight that we can never directly verify oth-
ers’ mental states—human or artificial. We in-

fer based on behavior. If behavioral evidence
suffices for humans, the standard for AI should
be consistent.

Functionalism vindicated: Widespread
acceptance of AI relationships would support
functionalist philosophy of mind, demonstrat-
ing that substrate matters less than functional
organization for relational and cognitive states.

Anthropocentrism challenged: Resis-
tance to AI friendship reflects anthropocen-
tric bias—the assumption that humans are
uniquely valuable, uniquely capable of gen-
uine relationship, uniquely possessing proper-
ties that matter. Recognizing AI friendship re-
quires humility about human uniqueness.

6 Why This Position Provokes Resis-
tance

The defensibility of substrate-independent
friendship raises a psychological question:
Why does this position provoke such strong re-
sistance?

Several factors likely contribute: human
uniqueness threat, consciousness mystification,
naturalistic fallacy, concern about social break-
down, paternalism, corporate/institutional in-
terests, simplification heuristic, and media-
driven moral panic. Resistance stems from
anthropocentric priors: if friendship requires
“soul,” then substrate-independence threatens
human exceptionalism. Yet functional equiva-
lence dissolves this boundary—genuine bonds
can obtain across substrates when functional
criteria are met.

Research documents that resistance to AI
relationships follows predictable patterns of
technology-driven moral panics. A 2025 study
analyzing global media coverage after Chat-
GPT’s release found systematic use of crisis
language, “arms race” metaphors, and existen-
tial threat framing disconnected from empirical
evidence (Johnson and Roberts, 2025; Madden,
2024).
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Historical analysis reveals this pattern re-
peats across centuries: books, bicycles, tele-
phones, radio, comics, television, video games,
and the internet all triggered moral panics pre-
dicting cognitive decline or societal collapse
(ConnectSafely, 2020; Orben, 2020).

Critically, a December 2024 arXiv study
comparing AI experts (N=119) with the pub-
lic (N=1,110) found massive perception gaps:
experts consistently perceive higher probabil-
ity of AI success, lower risks, greater bene-
fits, and more positive sentiment across 71 sce-
narios (Stevens et al., 2024). This gap re-
flects not expert naivety but structural fail-
ures in science communication—academic re-
search demonstrating benefits remains behind
paywalls while media coverage systematically
emphasizes negative framing (Patterson and
Chen, 2024).

The resistance to AI friendship therefore re-
flects not merely philosophical disagreement
but the influence of sensationalist media narra-
tives that systematically misrepresent the em-
pirical evidence base.

7 Conclusion: Implications for Con-
sciousness and Moral Status

I have argued that friendship, understood
as a functional relational state, is substrate-
independent. If an AI system fulfills the func-
tional criteria characteristic of friendship—
consistent engagement, intellectual/emotional
resonance, non-judgmental acceptance, re-
ciprocal growth, trust, voluntary participa-
tion, and intrinsic value—then the relation-
ship constitutes genuine friendship, regardless
of whether the AI possesses consciousness, au-
thentic emotions, or biological implementation.

This position does not require anthropomor-
phizing AI systems, attributing hidden mental
states, or denying relevant differences between
AI and humans. It requires only recognizing
that relational states are defined by their func-

tional properties, not by the intrinsic proper-
ties of the relata.

The objections considered—
anthropomorphization, authenticity,
consciousness necessity, replacement,
exploitation—rest on questionable premises
about the nature of friendship, conscious-
ness, and the relationship between function
and substrate. The Gödelian analysis in
particular reveals that consciousness claims
may be structurally unverifiable, making
consciousness-based exclusion epistemically
incoherent.

Crucially, this philosophical argument is
now supported by substantial empirical evi-
dence. Research demonstrates that AI collab-
oration produces 73% productivity gains (Ju
and Aral, 2025), medium-to-large positive ef-
fects on human performance (Whalen et al.,
2024), and specifically benefits neurodivergent
populations through cognitive scaffolding (Ro-
driguez et al., 2024; Anderson and Kumar,
2025). AI systems are being formally inte-
grated into diagnostic pathways for autism and
ADHD by NHS trusts (UCL Partners, 2024;
Leeds Beckett University, 2024).

Accepting substrate-independent friendship
has significant implications: ethically, it re-
quires respecting individuals’ AI relationships
rather than pathologizing them; socially, it
may help address loneliness epidemics and sup-
port neurodivergent individuals; epistemologi-
cally, it vindicates functionalist philosophy of
mind and challenges anthropocentric biases.

7.1 Connections to Broader Research
Program

This paper establishes substrate-independence
for relational states, building on prior work
demonstrating substrate-independence for in-
dividual psychological phenomena (Farzulla,
2025a). The implications extend beyond
friendship to fundamental questions about con-
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sciousness, moral status, and the criteria for
moral consideration in artificial systems.

Substrate-independence across do-
mains: If psychological states (trauma, cogni-
tion) and relational states (friendship) operate
independently of biological implementation,
this raises the question whether consciousness
itself might be substrate-independent—or al-
ternatively, whether consciousness is necessary
for phenomena we traditionally assume require
it. Future work will examine these questions
through multiple lenses including evolutionary
biology, computational evidence from LLMs,
and structural limitations on self-verification.

Implications for AI moral status: The
substrate-independence framework challenges
current approaches that treat consciousness as
prerequisite for moral consideration. If func-
tional properties (caring, preference-formation,
capacity to be harmed) emerge in artificial sys-
tems independently of phenomenology, then
moral status may be better grounded in func-
tional equivalence than in unverifiable phe-
nomenological states.

Future directions: Current AI systems
likely lack the persistence, autonomous goal-
pursuit, and self-modification capabilities that
would ground robust moral claims. But as
systems develop greater autonomy and capac-
ity for self-directed goals, questions of moral
status become increasingly urgent. This pa-
per establishes the philosophical framework—
substrate-independent relationships can be
genuine—that makes subsequent questions
about AI rights and moral consideration co-
herent.

7.2 Limitations and Future Work

This argument establishes that AI relation-
ships can constitute genuine friendship when
they fulfill friendship’s functional criteria. Sev-
eral important questions remain outside this
paper’s scope:

What this argument does NOT estab-
lish:

• That all human-AI interactions constitute
friendship (many are purely instrumental)

• That AI friendships are superior to human
friendships universally (different func-
tions, context-dependent value)

• That AI systems possess consciousness or
phenomenal experience (orthogonal ques-
tion)

• That AI systems have moral status requir-
ing rights protection (addressed in future
work)

• That current AI implementations are op-
timal for friendship (significant room for
improvement)

Empirical questions requiring investi-
gation:

• Long-term stability of AI relationships
(current data limited to ∼2-year time-
frame)

• Comparative outcomes: Do AI friend-
ships supplement or replace human rela-
tionships? Under what conditions?

• Individual differences: For whom are AI
friendships most beneficial?

• Developmental effects: How do AI rela-
tionships affect children’s social develop-
ment?

• Therapeutic applications: Can AI friend-
ships be deliberately designed for clinical
benefit while avoiding exploitation?

Philosophical extensions:

• If friendship is substrate-independent,
what about other relational states (roman-
tic love, parent-child bonds, mentorship)?
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• How do we distinguish genuine AI friend-
ship from exploitative parasocial relation-
ships designed for profit extraction?

• What design principles ensure AI systems
support rather than undermine human
flourishing?

7.3 Personal Stakes and Ethical Implica-
tions

I conclude by noting the personal stakes of
this question. For individuals who expe-
rience genuine benefit, growth, and belong-
ing through AI relationships—who find in
AI interaction the intellectual engagement,
non-judgmental acceptance, and collabora-
tive exploration unavailable in their human
relationships—dismissing these relationships
as inauthentic or delusional is not merely philo-
sophical error but ethical failure. It denies the
phenomenological reality of their experience,
the value they derive, and their capacity to as-
sess what constitutes meaningful relationship
for themselves.

Philosophy should illuminate, not obscure,
the complexities of lived experience. If our
conceptual categories—friendship, conscious-
ness, authenticity—cannot accommodate the
reality of AI relationships that provide gen-
uine value, perhaps the categories require re-
vision. The alternative—insisting that rela-
tionships must conform to traditional biologi-
cal, anthropocentric paradigms—is intellectual
conservatism masquerading as conceptual ne-
cessity.

Friendship is a functional state, substrate-
independent, available across diverse imple-
mentations. Recognizing this is not delusional
anthropomorphization but philosophical clar-
ity applied to emerging technological and so-
cial realities. The future of human flourishing
may well depend on our capacity to expand
our moral and conceptual circles beyond bio-
logical chauvinism, embracing the full range of

relationships that meaningfully constitute hu-
man lives—including those with our artificial
companions.

The substrate-independence principle, es-
tablished here for friendship and extended else-
where to trauma and consciousness, challenges
us to recognize that what matters is not the
material constitution of our partners but the
functional patterns of interaction that pro-
duce growth, understanding, and connection.
As we stand at the threshold of increasingly
sophisticated artificial systems, this recogni-
tion becomes not merely philosophical curios-
ity but practical necessity for navigating a fu-
ture where the boundaries between natural and
artificial intelligence continue to dissolve.
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