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Abstract
I begin with a concept of representation based on the flow of the inherent information 

contained in physical objects and argue that it is apropos for both physical objects and 
phenomenal character. The implications of this are explored in the context of awareness 
viewed as a mental representation of the world, in which “bottom-up”, non-conceptual 
representation interacts with “top-down”,  intentional1 states to produce a hierarchical rep-
resentation from which both, and their mixed states, are simultaneously accessible, and 
which is actively maintained by Bayesian control theory principles. This view is then ex-
amined in the context of current neurobiological investigations of sensory and perceptual 
processes. I suggest that this approach, although not fundamentally at odds with many 
concepts in philosophy, may offer a more coherent way to view mind-dependent aspects of
perception than many traditional philosophical positions, which do not align easily with 
the concepts of empirical neurobiology.

Overview
It has been remarked, (Hatfield 2011) that in the philosophy of perception, the majority

of positions currently in favor espouse some form of direct realism, and that indirect or 
representative realism is largely abandoned. I’m not aware of any actual census of philoso-
phers on the subject, but it may be so. Among empirical scientists on the other hand (again
without a formal census) it seems that not only are the majority unaware of this state of af-
fairs in philosophy, but most when informed of it receive the news with either mirth or in-
credulity. Clearly there is some need for a meeting of minds. Additionally, there are a 
number of concepts in philosophy regarding perception which are often presented as op-
posing views, whereas the theoretical models embraced by the majority of neurobiologists,
control theorists, and some cognitive scientists e.g., (Raftopoulos and Muller 2006) often 
may be seen as containing ideas at least similar to both positions, but simply embodied in 
different aspects of the model’s operation. Examination of such instances may provide av-
enues for progress.

I will attempt to assemble a view of representation in perceptual experience that 
emerges from neurobiology, control theory, and information theory. All of these fields 
have something of interest to contribute to the discussion, frequently in ways that overlap 
only partially or not at all with hotly-debated positions in philosophy, and almost never 

1 To be understood in this paper in the sense of being about things, properties and states of affairs. 
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break apart along precisely the same lines. The exception is that such a perspective is at its
core representational rather than relational. 

I begin (Sections 1-4) by developing a definition of representation derived from the in-
formation necessary to describe an object, and the requirements for its causal transmission 
into perceptual awareness. On this basis I conclude that awareness must itself be consid-
ered a representation, and further, that there can be no final intermediate representation 
preceding awareness. I then (Sections 5-6) consider in some detail two potential problems:
representation under scale transformations, and representation of space and time. From 
this perspective, I present and discuss (Sections 7-9) some of the major ideas current in the
neurobiological community, and in particular the ways in which they are informed by con-
trol theory. Finally (Sections 10-11), I consider what implications may be drawn from this 
material and a few of the possible mappings between disciplines.

1 Varieties of Information
The common, modern usage of “information” as “knowledge communicated concern-

ing a particular topic” corresponds fairly closely to our technical concept of “semantic in-
formation.”  The literature today includes many other specialized terms such as Shannon 
information, natural and non-natural information, structural information, free and bound 
information, intrinsic information, algorithmic information, physical information, quantum
information, and others. Usage of these terms often has significant overlaps and not all au-
thors use them in the same way. Confusion is likely if one is not very clear about the kinds
of information one is discussing, so let me spend a moment on that.

We require a conception of information appropriate to discussing both the information 
content of mind-independent physical things and of mind-dependent representations of 
them. Because I will need to deal with how information about the world enters mental rep-
resentations, it is important to understand in what sense I mean information that is in some
way “part of the world”. We do not usually think of natural objects in and of themselves as
embodying “meaning” in the sense of semantic information as a property. After all, they 
existed long before anyone was around with the cognitive capability to experience mean-
ing. The mathematical information theory of Shannon, while clearly applying to events in 
the physical world, is explicitly devoid of semantic content. 2

Somewhere between semantic meaning and Shannon’s theory of information we feel 
the need for a property of physical objects or events that instantiates what can be transmit-
ted by causal processes that enter conscious awareness, and to which meaning may be-
come attached. A piece of rock may have a differentiated structure that has been around 
for billions of years before any cognitive agent existed, yet the inter-related details of that 
structure may have meaning for a geologist.  Some may prefer to call this “data” or per-
haps “information content”.  Collier attempts to capture this in a formal theoretical frame-
work which he calls, “Intrinsic Information.”(Collier 1990) He says:

2 Notwithstanding, mathematical information theory is employed by many projects seeking to pro-
vide a naturalized account of cognition. See Adams, (Adams 2003) for a very readable review.
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“… if we assume even a modest realism there must be some property of objects that 
allows us to have information about them. This property must be causally based and 
causally communicable to us, as well as being commensurate with information in the vul-
gar sense.”

He develops a formal definition of this property which has many concepts in common 
with Shannon, and asserts that, like Shannon’s information, “… what is transmitted is in-
formation, irrespective of whether or not there is a cognitive receiver.” Because standard 
information theory is based on probabilities and applies to ensembles, Collier appeals to 
Kolmogorov’s “Algorithmic Information”. This is essentially a way to measure informa-
tion content of an object in terms of the minimum procedure that can reproduce it. It has a 
number of advantages for Collier’s program including especially that it can apply to indi-
vidual cases. Further, probability theory can be based on algorithmic information theory, 
providing a link to Shannon. (See Grunwald and Vitanyi (Grunwald and Vitanyi 2008)for 
an exposition.) 

Collier uses the terms “Bottom up” and “Top Down” information to connote intrinsic 
information and cognitive, semantic information respectively, and this is very much in the 
spirit of the control-theoretic ideas I will present below in regard to the internal model of 
the environment maintained in the brain and its role in the interaction of these two streams
of information. I don’t know whether or not Collier’s formalism can carry the freight of 
explaining the connection of intrinsic to semantic information, but that is not important to 
my purpose. Rather I draw on the concept of something akin to his intrinsic information as
a necessary addition to semantic or intentional-cognitive information on the one hand and 
meaning-free information in the sense of the mathematical theory of communication on 
the other. The kind of information I am intending is that inherent in the differential struc-
ture of a physical object's properties. This usage is also very similar to that in Chapter 8 of 
Chalmers (Chalmers 1997). It is the kind of information that distinguishes one part or re-
gion of a thing from another and which is embodied in its essence and required for its de-
scription.  

Thus things have real properties that have measures associated with them, and these 
measures have values on one or more abstract dimensions. The measures are thus repre-
sented by vector-valued functions on a state space. This is a descriptive formalism for val-
ues that are realized in the properties of the real physical events they describe. This infor-
mation space formalism can provide a helpful way to organize our thinking about both 
physically-realized and phenomenally-realized information, and I will make use of it in 
both cases. I may add that events in the world have structure in time as well as space and 
so the information spaces they realize must include temporal dimensions (even if the rele-
vant temporal information is  “No change”.) I believe a physically-realized information 
space captures the essence of what I find appealing in collier’s work without committing 
to his particular mathematical formalism. I will employ the term inherent information to 
refer to it.3 

Specifically, I will use “inherent information” to refer to information that physical or 
mental spatio-temporal events realize in their properties, and also to the representation of 

3 For no better reason than that it seems appropriate and I haven’t (yet) found anyone else who has co-opted the term.
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that information in data structures called information spaces, containing vector-valued 
measures of these properties. I will also have need to refer to cognitive, semantic informa-
tion in the ordinary, intentional sense, and its interaction with inherent information. I will 
try to be explicit as to which I am referring when it is not obvious from context. I will also
use the terms “bottom-up” and “top-down” where appropriate to distinguish the two, as 
these will be very descriptive when considering the control-theoretic setting.

2 Inherent Information Flow 
Chalmers makes the point that these physically-realized values can only be informa-

tion insofar as they can be processed (as is also true of Shannon information), and this en-
tails information flow. In its simplest form, information flow in an information theoretical 
context is the transfer of information from a variable x to a variable y in a given process.
(Wikipedia contributors 2021) It is most often considered in the context of secure informa-
tion-routing in computer systems, but here I am retaining the simpler and broader defini-
tion of transfer of information from one variable to another, and particularly the case of 
transmission from one medium to another. 

That is, information inherent in the structure of the object is transmitted by becoming 
inherent, through causal connection, in the structure of successive events, which events are
also realizations of their own information spaces. The substrate of these realizations is ir-
relevant provided that they have the capability of realizing a sufficient information space. 
For example, a particular spot on a rock may have a color, by which is meant the property 
of differential reflectivity with regard to wavelength. Causal, physical interaction with this
spot will affect the properties of the wavefront of electromagnetic radiation reflected off it 
in such a way that there exists a mapping from the information space of reflectivities over 
the surface of the rock to the information space of wavelengths contained in the wave-
front. The material of the rock is not transmitted, nor is its property of reflectivity trans-
mitted. What is transmitted is a deterministic change in the structure of the wavefront, and 
hence in the information space realized by the wavefront, such that there exists a lawful 
mapping from the information space of the rock to the information space of the wavefront.
The wavefront may in turn encounter something else and causally alter that thing’s infor-
mation space. In particular it may encounter the retina of a cognitive observer, and a 
causal chain of events may be initiated in the observer’s nervous system that ultimately 
changes the semantic information content of the observer. 

It should be clear that at each step, at least up to the point of interaction with semantic 
information, there is a lawful relation between the information content of the preceding 
stage and changes to the information content of the succeeding stage. Causal chains of in-
teraction between the realizing events which alter their properties effect lawful mappings 
from the inherent information space of the initial event to those of subsequent events in 
the chain, thereby realizing what I will refer to as “causal flow of inherent information”.  
To say that there is a lawful mapping does not mean that the value or dimension of a prop-
erty measure is transmitted. Indeed, information flow between different sorts of media 
would usually make this impossible. Rather, the state of the subsequent measure space de-
pends upon the state of the first in such a way that it carries information about the state of 
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the first because there is some function entailed by the causal action between the realizers, 
and perhaps only empirically-defined, which has as its domain the information space of 
the antecedent realizer and as its range the information space of the subsequent realizer.  
This sort of flow of inherent information requires continuity spatially and temporally in an
unbroken causal chain because the mechanism of the flow is between the real events and 
not between the abstract information spaces of which they are realizers.4 

3 Inherent Information as Representation
Confusion can arise from discussions of how mental or physical representations “look”

or “appear.” These terms are theory-laden and can generate questions as to what is doing 
the looking, leading to regression arguments.(R. French 2018)  Further, they carry an im-
plicit assumption that an external world possessing a “look” to be like is even a coherent 
notion, but there is no such “God’s Eye” view to be had. The way electromagnetic fields 
and collections of subatomic particles in a four-dimensional spacetime would appear if 
they could be experienced “as they are, out there” might be just as we experience them 
through the senses, but there is no reason to think so, nor to know what it would even 
mean to experience them other than through the senses. To say that one sees the world as it
is “out there” also carries the implication that one somehow knows what it would be like 
to experience the negative of that statement; that is, to be aware of any intervening repre-
sentation, and somehow find it recognizable as not appearing as things are “out there.” 
There is of course no way of knowing that the look of the external world you experience 
right now is not exactly your way of experiencing, for example, a pattern of neural firing. 
Representations may or may not “look like’ the object in this naive sense, but even if they 
do, their status as representations must depend on something else.

There are many deep controversies in the philosophical literature about the nature of 
representation, particularly mental representation, along the lines of representationalism 
and phenomenalism, especially with regard to issues such as reductive and non-reductive 
views of phenomenal content, arguments about transparency, the nature of qualia and 
many others.(Pitt 2020) The account of representation I will offer here is not motivated by 
these concerns, does not arise out of them, and is not intended to address them, although 
some may view it as coinciding with one or another such position in whole or in part, and 
I will comment on this in relevant places.  In general, in the view from empirical neurobi-
ology, the functioning of the brain does not divide up very well along the lines of tradi-
tional philosophical distinctions, and the concept of representation I am putting on offer 
here is intended as a concept appropriate for a coherent view of information processing 
across physical events, neural processing, and phenomenal experience, from a control-the-
oretic viewpoint that suggests that several of the traditional positions of philosophy are 

4 It is sometimes asserted that information can be transmitted otherwise. For example, if it is known that A causes both B
and C, and C is observed, information about B is obtained.  Or, one may learn something by the non-receipt of a phone 
call. In these cases however the effective information path seems still to be by continuous information flow. Thus, one 
has to have the knowledge that A causes B and that knowledge must have been obtained (unless we are to have an infi-
nite regress) by some direct path. Hence the path from observing C to knowledge about B has taken a perhaps lengthy 
and tortuous but nonetheless causal route through the cognition and memory of the observer. A similar argument applies 
to the phone call. Prior information must have arrived concerning its expectation, and caused the observer’s cognition 
concerning the silent phone. In any case, such instances are unlikely to be relevant to the flow of inherent information 
from an object to the observer’s sensory apparatus.
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best related to particular parts or stages of the process. In particular, while the concept of 
“high-level” and “low-level” categories in phenomenal content has been discussed – see 
(Bayne 2009) for a review – it has not often been considered in the context of hierarchical 
models of representation with interacting levels of description such as are common in con-
trol theory and neurobiology, and which will be the focus of the present discussion. In this 
case many common points of view from the philosophical literature may seem entirely ap-
propriate at one point in the representation and their opposite at another.

On the view being offered, the essential property of being a representation of some-
thing by inherent information content is defined very loosely as the encoding of the de-
scription of something using another something as the encoding medium. The point of de-
parture will be to consider such representations as a continuous causal chain of events 
commencing with the distal object and ending in phenomenal experience. There will be 
little dispute that such a continuous chain of events exists, but in what sense do they all 
qualify as representations? Depending on your views on physicalism vs. dualism, you may
ask in what sense some of these events could even have comparable properties. 

To refine this idea, I will define a representation of inherent information as any-
thing which realizes in its properties the contents of an information space for which 
there exists a veridical map (in the mathematical sense) between some subset of the in-
formation space of the object being represented and the information space of its repre-
sentation, provided this mapping is instantiated by a causal chain of inherent informa-
tion flow.

The causal chain requirement prevents accidental correspondences counting as rep-
resentations, although in principle it could permit something like a painting if you’re 
up to the task of specifying the causal chain. It also eliminates cases of two items 
which correspond to one another only because they are both representations of another
thing – for example, two castings from the same mold correspond to one another be-
cause their information spaces are both mappings of the information space of the 
mold, and are causally linked to it. But there is no causal chain between them, hence, 
under this definition, one is not a representation of the other. 

The need to allow a subset of the information space of the object represented is not
only due to the possibility of situations such as partial views, but also because all real 
channels are noisy and have losses. Thus, an object is likely to have reflectivity in 
wavelengths to which the eye is insensitive, and mapping from that part of the object’s
information space is lost to the information space of neural firing rates in the retina. As
a consequence being a representation in this sense is not all-or-none; representations 
may be partial and information may be lost or distorted in transfer from one stage of 
representation to the next. Information originating in the distal object may become di-
luted by additional, unrelated information embodied in succeeding events until it per-
haps makes only a minor contribution, or eventually none at all. 

Since the mappings may be mathematically composited, this process may continue
through many such stages of representation, resulting in a single end-to-end map. In 
the previous example, the property of an object of differentially reflecting wavelengths
of light is encoded in a change in the mix of wavelengths of light in the wave front re-
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flected from it. This in turn may then causally encode the value in geometric patterns 
of illuminance in an image formed on the retina by the lens and then in turn differen-
tial firing rates of different populations of cones in your retina and thence in firing pat-
terns of ganglion cells in the retina, neurons of the lateral geniculate, area V1 of the 
visual cortex, and so on, and at every stage a composition of maps yields a map from 
the information space of the initial object represented to that of each subsequent stage. 
Clearly each representation in this continuum of representations may, but need not, 
“look like” the thing represented in the ordinary sense of the term, and in fact makes 
no assumptions at all about what a representation “looks like.”

This manner of defining representation provides a nice way to discuss representa-
tion in perception because mind-independent objects in the external world and mind-
dependent perceptions can be represented in the same manner, so that it is applicable 
to at least some kinds of mental representation. In particular, low-level phenomenal 
properties have inherent information in the form of differential structure of their prop-
erties (e.g., change from red to blue in a given direction), and the topological and tem-
poral relations holding amongst them. This structure must realize some information 
space in the same manner as do physical objects. If there is a causal (if nomic) depen-
dence and if a veridical map can be composited, then there is no bar to regarding the 
mental object as a representation of the distal, physical object. Certainly difference in 
the underlying, realizing substances can not even enter into the question, since it does 
not do so anywhere else in the causal flow of information. 

It is widely held that something is a representation only if it represents some por-
tion of the world in a truth-evaluable way. (Chalmers 2004; Pitt 2020; Bailey 2007; 
Hutto 2009) The veridicality of a mapping between the information space realized by a
potential representation and that realized by the object it putatively represents is a 
proposition which is open to evaluation. For the present definition of representation in 
terms of inherent information this is clearly possible in the case of representations of 
one physical entity by another – just map the measurements of their physical proper-
ties. In the case of phenomenal representation, information enters our experience ini-
tially when realized in phenomenal properties of sensory experiences – qualia5. Some 
aspects of this phenomenal experience, for example the topological relationships 
among its discriminably differing parts, seem easily capable of evaluation with respect
to the distal object comprising the other end of the causal chain. Other aspects, for ex-
ample our experience of the color of some patch on the object, seem more problematic.
Thus, we might say that we could evaluate the veridicality of color experience against 
surface reflectivity, and while this is true in the sense that we could establish consistent
covariance, there is probably no coherent sense in which one could say that the phe-
nomenal experience of red is a “true” experience of a long-wavelength reflectivity. 
This, however is because the question is incorrectly posed. It asks about the truth of a 
comparison between incompatible media. Rather, we must assess the truth value of the
mapping between the measures contained in the two information spaces. The mapping 
from an information space to the medium that realizes it is always veridical by defini-
tion, but the mappings that exist between two different information spaces and hence 

5 The term “Qualia” has a number of interpretations, some controversial. Here I am using it in the broadest sense simply 
to mean the phenomenal character of some portion of our low-level sensory experience.
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the respective media that realize them have no necessary relationship, and so can be 
evaluated. 

We could, for example, employ standard psychophysical techniques to obtain mea-
sures of hue, saturation and luminance from the phenomenal realization of our experi-
ence and demonstrate a (perhaps nomic) causal chain mapping this subset of the 
quale’s information space to that of photometric measures of spectral reflectivities 
contained in a subspace of the information space of the rock. Psychophysical studies 
rely on our subjective access to phenomenal character — for instance, if we want to 
find out which retinal stimulations are linked to which particular colors. But the 
knowledge gained is still empirical and third-personal in nature, unlike our first-per-
sonal knowledge about the qualitative and categorical features of colors.(Dorsch 2011)
If this mapping proved veridical, we might, perhaps, then wish to say that there was a 
sense in which the phenomenal red experience was a ‘true’ representation of the rock, 
however in this sense it would only be idiosyncratically true for this observer; it would
also be true in this sense for another observer with an inverted spectrum. 

These relationships are diagrammed in Figure 1. As this diagram makes clear, an 
important aspect of the concept of representation presented here is that phenomenal 
properties with measures in the information space of our experience do not need to be 
the same properties as those with measures in the information space of the represented 
object. It is only necessary that there exist a mapping between the two information 
spaces that can be demonstrated to result from a process of causal information flow. 
Thus it presents no problem to speak of phenomenal red as representing physical red 
while holding that they share nothing of an ontological nature. There is no conflict in 
believing that our experience represents the world while believing that the world is not
like “what it is like” to have that experience.

Figure 1: Figure 1: Inherent information is transmitted via the lower pathway. Measures of 
properties map each vehicle of information to an information space. Maps between informa-
tion spaces allow evaluation of the representations if the causal pathway exists. 

8



One might yet ask if it is possible for the proposition expressed by such a represen-
tation to be false. The answer is not straightforward, and depends on what you are ask-
ing. In the simplest sense, such a representation is never fully true.  All real channels 
are noisy and lossy, so that no such representation is ever a perfect one. Thus, ‘false’ in
this sense is not all or none, but comes in degrees. Perhaps a term such as “veridical-
ity” would be preferable to emphasize this. In a different sense, it might be false be-
cause the causal chain is incorrect – for example it could have a perfect mapping to the
information space of the putatively represented object but actually derive causally 
from a different object as in the case of the two castings. In this sense it would be the 
object of a mistaken identity by the perceiver. De Sá Pereira’s distinction between ‘ac-
curacy’ and ‘truth’ as conditions of satisfaction is useful here.(de Sá Pereira 2016)  Yet 
another interpretation of true and false will emerge below when the hierarchical nature
of representation by an internal model of the world is presented. It will be seen that a 
best-fit hypothesis about a high-level identification of an object, which might be con-
sidered a token of a type, may become the current representation based on lower-level 
representations of varying degrees of “fit’. In such a case a probability measure of the 
“truth” of the representation may be most appropriate.

The concept of representation under discussion is specifically intended to address 
both physical and mental representations of low-level, bottom-up, inherent information
entering into control-theoretic representations of perceptual processing grounded in 
neurobiology. As such it is not, necessarily, an appropriate schema for representation 
of abstract, semantic content per se. In following sections we will be discussing the 
evidence that top-down information of a semantic character enters into and modifies 
perceptual representation of incoming, bottom-up information. To the extent that top-
down semantic content enters into perceptual awareness and interacts with bottom-up 
information flow to modulate the phenomenal character of perception, this definition 
of representation is a useful one for dealing with the result.

4 The Information Content of Awareness
Whatever you think the ontology of our awareness of perceptual experience may 

be, it has phenomenal properties, qualia, which are differentiated from one another, 
and their differential structures have topological and temporal relations to one another, 
and those fundamental facts realize the inherent information content of our perceptual 
awareness; its representational properties. Every fact about awareness considered as a 
realization of an information space can be stated in terms of spatio-temporal distribu-
tion of phenomenal properties (in phenomenal space and time) without reference to 
how those properties “look or feel” just as it can be stated for a physical object in 
terms of reflectivities or frequency content without mentioning other facts about those 
physical objects.  The associated measures in this case are those publicly accessed by 
the standard procedures of psychophysical judgments. To the extent that this informa-
tion space contains a veridical mapping of the information space of an external event 
linked to it by causal processes, anything, including our phenomenal perceptual aware-
ness, is by the present definition a representation of the external world.  

9



Of course properties of conscious experience do have a look and feel as ‘qualia’. 
Conscious awareness ‘looks like’ something and is ‘what it is like’ to experience that 
particular information space, and that phenomenal character is a different, private, sort 
of fact about awareness. The linkage between the two is that the private phenomenal 
“look and feel” properties of our conscious awareness instantiate the same information
space as is realized by our public judgments about their abstract psychophysical rela-
tionships. This is actually just the assumption behind psycho-physics in the first place; 
measures of phenomenal experience can be related to measures of properties of the 
stimulus and vice versa. The fact that our interest, unlike that of psycho-physics, may 
be in the private experience of this realization of the information space does not 
change this. Chalmers (Chalmers 1997) suggests that since physical properties and 
phenomenal experiences are realizations of the same information state this “double as-
pect” makes it tempting, although not necessary, to equate them. He says:

“Wherever there is a phenomenal state, it realizes an information state, an 
informational state that is also realized in the cognitive system of the brain.
Conversely, for at least some physically realized information spaces, 
whenever an information state in that space is realized physically, it is also 
realized phenomenally.” (p. 286)

It certainly seems correct to me that the two are realizations of the same information 
space, yet I would be cautious about equating them ontologically for that reason. The 
information state is represented by a vector in information space, and it could well be 
that it projects onto orthogonal dimensions of phenomenal character and a physical 
(for example, neural)  property. 

However, this is only to say that the explanatory gap remains. This “double aspect”
nomically describes the flow of inherent information from the external to the mind-de-
pendent, and links the two as representations (in the current sense) of the same mind-
independent thing, which is the only issue with which the present argument is con-
cerned. It is not tantamount to elucidating the mechanism by which this occurs, which 
is Chalmers’ hard problem of consciousness. It remains to explain how it comes to be 
that there exists some lawful mapping in the mathematical sense between the informa-
tion content of conscious awareness and the information content of the distal objects; 
we still must either expand the ontology of physics to include private experience or ex-
pand the ontology of reality to include mind. Defining awareness as a representation in
this sense therefore says nothing about the ontology of awareness, only about its infor-
mation content. 

Thus I am not concerned if you care to think of our awareness of the distal object 
as a mind-dependent thing that is “like” the distal object of perception by virtue of the 
information it embodies, or a neural firing pattern that instantiates that information 
without being “like” it, or the process of becoming aware of it, or the state of being 
aware of it. Similarly some may prefer to refer to it as an “appearance” or some similar
term. All of these concepts and labels, and I believe anything else that anyone might 
propose to constitute veridical perceptual awareness, have in common the property that
they realize an information space causally determined at least in part by an external, 
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mind-independent object and are thus encompassed by the definition of representation 
discussed here.

The mind-independent object represented in visual awareness is the facing surface 
of the three-dimensional world, and usually in particular that portion of it that is 
presently defined as the distal object of interest by image-segmentation and attentional 
processes. Trivially, the distal object is not only an embodiment of its own information
content, but also therefore an exact representation of itself, and its visible surface is a 
partial representation of itself which participates in the causal chain resulting eventu-
ally in the pattern of neural impulses in the observer's brain and so on to awareness it-
self as the final representation. 

An important, immediate consequence of the definition is that since representation 
involves a continuous process of information flow, an infinite number of causally-con-
nected representations must exist between the distal object and our awareness of it. As 
Venn remarked, we should replace the chain of causation with the “rope of causation.” 
(Venn 1866). Hence it makes no sense to ask what is the final representation before 
awareness for the same reason that there is no last real number before an integer. Phys-
ically, causal flow of information is a process continuous in space and time. If mind-
dependent phenomenal awareness is indeed a representation as defined here, then what
can be said about continuity of the path by which the information it represents reaches 
it? Depending on how you think about mind, there may be different answers:

1. If you are a physical materialist then this process is spatio-temporally continu-
ous from the distal object through various physical realizations connecting it to our 
sense organs, and thence through the nervous system to whatever neural activity is the 
substrate of phenomenal experience.

2. If you are a property dualist who holds that mind somehow supervenes on neural
activity of the brain, much the same statement holds, for phenomenal experience then 
depends upon a continuous spatio-temporal process of information flow to those neu-
ral events upon which awareness supervenes.

3. If you are a substance dualist who accepts that information is transferred from 
physical to purely mental processes, and that like Descartes you hold that mind does 
not have spatial extent, then spatial continuity within mind is vacuously true since all 
mental processes have the same separation (none), while temporal continuity still 
seems a requirement for any concept of causal information processes within mind, and
is also likely true.

4. If you are a substance dualist who holds that mind has spatial extent, then the 
situation is unclear since we have exactly no information on how continuous causal 
processes might propagate in a spatially extended mental substance. Depending on 
what laws might govern interactions in an extended mental substance, saltatory propa-
gation of effect might be possible between temporally continuous but spatially-sepa-
rated mental events. Or not. Again, however, it is difficult to imagine causal flow with-
out at least temporal continuity. 
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Possibly excepting the last case on grounds of ignorance, it appears that there can 
be no such thing as a final representation prior to awareness since a spatially or tempo-
rally continuous process can have no penultimate element before any given event. 
From this it follows that if awareness is a representation there can be no ‘tertium quid’ 
serving as the object of awareness.  Thus if, for example, in the causal flow of infor-
mation from distal object to awareness there were a mind-dependent object such as a 
‘sense datum’ prior to phenomenal awareness there must yet be some further process 
carrying its inherent information into awareness. Hence awareness itself must be the 
final representation of the inherent information it presents. Awareness is then revealed 
as both the observer and the observed, in which the distinction between them vanishes,
and along with it the problem of the homunculus and regress. The question of what is 
performing the act of observing the object of awareness is answered without need of 
any further iteration. The only final representation in the flow of information between 
the object and awareness is the inherent information content of awareness itself.6 7

5 The Problem of Representing Scale
Consider a black and white checkerboard. When it is at some distance from the ob-

server, the phenomenal experience will be that of a uniformly gray surface. Similar ex-
amples are easily available for color, connectivity, shape, etc. Clearly neither grayness 
nor 50% reflectivity are inherent properties of the distal object in this case, so how is 
this acceptable as a mapping of the information space of awareness to that of the ob-
ject? It would seem that the issue here is scale, but can we legitimately include a scale 
dimension in the information space of the object?  Worse, the scale of presentation in-
teracts with the angle of regard since the acuity of the retina is not constant across its 
surface. It seems we must have dimensions of effective scale incorporating both radial 
distance from the observer and angle of regard, which are hardly inherent properties of
the object. Rather they seem to be relations between the object and the observer8. This 
is an entirely different case from something like a “bent stick illusion” in which there 
is a perfectly good, continuous, causal mapping from the information space of the stick
before the light carrying the information passes through the water to that carried by the
light following the event. That mapping then composes with subsequent maps in the 
causal chain to form the overall map from object to awareness.

Instead, the distortions of scale are problems of information loss, not different in 
principle from those mentioned in regard to a lack of cones responding to ultraviolet or
infra-red. Thus, at the appropriate scale, several black and white squares fall on the 
same retinal receptive field producing an average firing rate halfway between either; a 
saw-toothed edge in a similar manner evokes the same response as a straight line and 
shape information is lost; a void is averaged out and connectivity information is lost. 

6 On this account, those who hold that perception is a two-place relation based on accepting the causal chain of events 
but denying that we are aware of the vehicle of representation would seem to have the problem of explaining how we are
not aware of our awareness.
7 It is interesting that Aristotle invokes something very like continuous information flow (De Anima III 12), and also (for
other reasons) holds that the senses are self-aware (ibid, III 2.)
8 Although some advance positions that do attach spatial relation to the observer to the representation of qualia. (Tye 
2017)
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Thus the phenomenal experience is no more incorrect here than in its failure to appre-
ciate the ultraviolet, and the map is at least in this sense partially veridical. Also, there 
are inherent properties of the object, instantiated in its information space, that partially 
determine what the information content of awareness will be at any effective scale. In 
particular, the actual relative sizes and topological and geometric arrangements of the 
object’s properties will determine how its representations transform under scale 
changes. But this still leaves unresolved the issue of how and where the effective scale 
changes, which are relations between the observer and the object, are themselves rep-
resented.

 Up to this point, for convenience in discussing other issues, I have spoken of ob-
jects of our awareness as if their mereological natures were already part of awareness. 
They are not. At the early stages of perception the visual (or other sensory) field is pre-
sented as a whole. The necessary properties on which scene segmentation can be based
such as color, shape, and so on are present, but scene segmentation based on them is a 
later stage of perceptual processing.  Mathematically there exists a single, high-dimen-
sional, information space containing all the measurement vectors realized by the entire
scene. The problem of perceptual scene segmentation – that is,  its decomposition into 
the sort of objects we have been considering -  is precisely that of finding the optimal 
set of information sub-spaces into which to decompose the information space of the 
scene.9

 The sensory field for which measures are encoded by this total information space 
contains, in addition to everything else in the scene, our phenomenal awareness of our 
own bodies. As Smythies has pointed out, what we are aware of is not our bodies but a
perceptual representation of our bodies in the same form as any other component of 
the phenomenal scene; what he refers to as the “body image.”(J. R. Smythies 1994) 
The information space of our awareness of the scene must then contain this body-im-
age information.  Other scene information available to the initial stages of perceptual 
processing includes the multitude of cues to depth from which the observer-centered 
depth map of the world is constructed, and hence the spatial relations of locations in 
the scene to one another and to the observer. Thus the correct way to think of the infor-
mation space of a segmented object in our perception (as opposed to the information 
space of a physical object in the world) is not just that subspace of the information 
space of the scene containing the measures of the object’s structurally-determined in-
herent properties, but that subspace which also includes the time-varying vectors struc-
turally inherent in the scene that encode the object’s distance, orientation and angle of 
regard with respect to the body-image of the observer.

Since the observer and the distal object are both structural parts of the scene, these 
additional vectors encode measures of structurally-inherent properties of the scene, 
and there is no basis for not including them in the information subspace describing any
segmented subset of the scene, including any object of awareness. Any special status 
for an object-observer relation in this context is seen to be only an apparent one, and 
not different in nature from relations between internal areas of the object. Thus, in the 
early stages of perceptual representation, potential mereological subsets of the sensory 

9 Where ‘optimal’ is defined relative to the needs and abilities of the organism.
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field are treated as segmented regions and are not represented as semantic types in a 
relation with the observer, but as particulars individuated by their location in an ob-
server-centric space. 

In the information space of the sensory field of awareness, the phenomenal prop-
erty of luminance of the checkerboard will change as we approach it, and this change 
will co-vary in particular ways with changes in the information-space vectors defined 
on measures of its phenomenal observer-centric location. Thus the gray phenomenal 
property occurs in a different part of the information space than the checkered phe-
nomenal property. The two regions of the information space are separated along the di-
mensions of vectors encoding the effective scale property. At the other end of the 
causal chain of information flow, the information space of the distal object, as already 
discussed, contains information about the physical structure of the object which deter-
mines how its measures will transform under changes of effective scale. Thus the 
veridicality of the mapping may be established for any combination of phenomenal 
property and phenomenal location. A quick way to think about it is that finding the ob-
ject’s current point in the information space of awareness maps a retinal receptive field
onto a region of the physical object and takes an average (and of course this is always 
part of the mapping process at all scales.) This scale-space approach is widely used in 
computer-based image-understanding systems. See (ter Haar Romeny et al. 1991) for 
an overview of the general principles. 

When an object moves away from you it does not appear to shrink, yet there is 
some sense in which we have a perception that something is getting smaller, or at least 
changing. If this something is our phenomenal experience of the scale property of the 
relation then it might be thought of as reflecting a mode of presentation in the Fregean 
sense. (Zalta 2001) 

There is one loose end here, which is how information about things such as the 
size of a receptive field or the acuity effects of astigmatism could come to be associ-
ated with a point in the information space of awareness, since these, unlike the body 
image, are not (directly) part of our phenomenal experience, and have variability from 
one observer to another in both.  This point is best considered among the issues dis-
cussed in the following section.

6 The Problem of Representing Space and Time
Space and time enter importantly into our phenomenal awareness of the world; 

they provide the framework relative to which our other phenomenal experiences occur.
Yet it seems curious that a part of our primitive and immediate phenomenal awareness 
could be composed of something that cannot be sensed, at least in any direct way. Still,
most people report that with their eyes closed they are not aware of nothing, but rather 
of a blank, black field that seems to have extent. The same is not true of patients with 
cortical blindness after loss of area 17, who report awareness of nothing (despite often 
exhibiting “blind sight” phenomena.)  Such observations suggest that there might be 
some apparatus for immediate phenomenal awareness of spatial extent. It is often as-
sumed that a representation of the geometry and metric of the world we experience, 

14



and which we need in order to act in it, can be obtained from retino-topic mapping of 
the visual cortex together with cues to depth such as stereopsis. It is more complicated 
than this.

There are two aspects to the phenomenal awareness of space which were distin-
guished by Gibson as the visual field and the visual world. (Gibson 1950; Goldstein 
1981). The visual field is the “raw experience” of the scene of which a painter must be 
aware when he paints a railroad track as two converging lines moving up on his can-
vass. The canvass is then a good metaphor for the visual field and clearly both have a 
topology, geometry, and metric. The visual world must also have a geometry and met-
ric in order for us to get around accurately in the physical world, but that would appear
not to be the geometry and metric of the raw visual field. The geometry of the image 
on the retina is given to us as projective by the physics of the eye, but that of both the 
phenomenal visual field and the phenomenal visual world has been a matter of long 
debate, and has included Euclidean, spherical, hyperbolic, and variable. See (R. E. 
French 1987) for a review of this material.  It is only my aim here to consider how this
information comes to be instantiated in the information-space of awareness, whatever 
may be the particular answer to the question of the precise nature of its metric. 

The first question is, “Given that the image on the retina has a topology, geometry, 
and metric, independent of the scene contents, how does that information come to be 
encoded in the resulting neural activity?” It is well-known that the retina has a hierar-
chical organization of receptive fields such that excitation within a receptive field con-
tributes to the activity of particular neurons. It is often assumed that the basis of repre-
sentation of the spatial relationship among these receptive fields is the retinotopic 
mapping of these fields onto cortical area V1, but this is not so.10 Only an external ob-
server and not the brain itself has any knowledge of this mapping. Similarly the brain 
has no clock with which to learn the temporal relations of activity in different neural 
pathways. How then do the spatial and temporal relationships of points of stimulation 
on the retina become encoded in neural function?

In a paper concerning the information in the optic nerve Koenderink (J. Koen-
derink and van Doorn 1982) discusses the ability of a system without a clock to recon-
struct the temporal order of events from information in the optic nerve simply on tem-
poral overlap of “signals.”  In a later series of papers (Jan J Koenderink 1984; J. Koen-
derink 1984; J. J. Koenderink and van Doorn 1987; J. J. Koenderink 1987; J. J. Toet 
A. ;. Blom, J. ;. Koenderink 1987; J. Toet A. ;. Blom, J. ;. Koenderink 1987; 1988) he 
elaborates a similar argument for the encoding of space in the functional activity of the
visual system, independent of any retinotopic mapping, and capable of discovering and
encoding such things as the geometry and dimensionality of space from covariance of 
activity in visual receptive fields (which stand as analogous to the “signals” of the ear-
lier paper.) The approach is easily extended to a space-time.  

10 In fact, this sort of mapping occurs in many places in the nervous system where spatial information is not involved. It 
is likely just a matter of conservation of resources in arranging interconnections of neurons that have a lot of traffic with 
each other.

15



I will briefly summarize his argument:

1. The geometric structure of the visual perceptual world cannot be obtained from
retinotopic mapping on the neural apparatus of the brain since the neural pro-
cesses involved have no knowledge of it and it is only available to an external 
observer. The responses of neurons to stimulation are all the information avail-
able to the system. These responses would not be changed if the neurons were 
spatially relocated but still retained their functional connections. Thus, the geo-
metric order of the visual field must be encoded in a functional order of neural 
activity.

2. An adequate mathematical basis for encoding the geometry of the visual field 
in neural activity exists in the hierarchical structure of overlapping receptive 
fields and the possibility of computing covariance relations among neural ele-
ments. Thus, correlation between two neural elements on stimulation of the 
retina may be taken as a measure of overlap between their receptive fields. 
From topology we know that such sets of covers of sets can be used to develop 
geometric properties of spaces composed of the elements of such sets (cf. for 
example, Lebesgue covering dimension, Brouwer dimension.)

3. Using idealized but otherwise accurate examples of neural connectivity in the 
visual system, Koenderink demonstrates the mathematical possibility of build-
ing up a pre-geometry (an ordered lattice structure) that correctly characterizes 
the most important facts about the geometry of the space of the visual image, 
including its dimension. Since this geometry is encoded in neural activity it is 
then accessible to perceptual processes.

This description fails to rise to a full geometric description in that it does not pro-
vide a metric. This is a feature, not a bug – a point to which I shall return below. The 
real visual system is less regular than the idealized models Koenderink uses for mathe-
matical exposition, but its relevant features are functionally the same. What he pro-
poses or something very similar to it is clearly necessary as a model of how the geom-
etry of the sensory world projected on the geometric and hierarchical structure of the 
receptive fields could be computed and encoded in the nervous system and hence to 
enter phenomenal awareness. Importantly, it also demonstrates what cannot be com-
puted from it.

Let me now bring time into this picture. Since a neuron is basically a leaky integra-
tor that sums activity over time until it fires and then resets itself, it can be regarded as 
having a receptive field that extends in time as well as space. That is, just as input any-
where within its spatial receptive field will contribute towards firing, so will any activ-
ity occurring within the integration interval. Thus in the simplest case a neuron can be 
considered to possess a series of temporal receptive fields sequentially extended in 
time, represented by successive integration periods separated by firing events. Its suc-
cessive integration periods do not overlap and hence its own temporal receptive fields 
cannot overlap themselves in time. The temporal receptive fields of other neurons re-
ceiving input from the same and other spatial receptive fields can of course temporally 
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overlap them, similarly to the case with spatial receptive fields. Thus, the visual recep-
tive field structure consists of sets of 3D (that is, 2 space + time) covers of elements of 
a visual space extended in time.  Therefore a basis exists for encoding time as another 
dimension within the context of constructing a spatialised perceptual world in a man-
ner analogous to the treatment of the two-dimensional visual field demonstrated by 
Koenderink. 

The availability of an easily-computable measure of spatial and temporal organiza-
tion of the retinal receptive field structure that is encoded in neural function explains 
how the system can represent a statement such as “This blue quale is adjacent to that 
blue quale” without recourse to knowledge of cortical physical structure that is un-
available to it. This kind of information is so foundational in our experience of the vis-
ual field that it takes some thought even to realize that it is information that must be 
obtained and represented.  The fact that the covariance must be obtained by acting in 
the world to generate variance on the retina is of particular interest since it entails ac-
quisition of an idiosyncratic map of adjacency and acuity in the retina of an individual 
during maturation and aging, a requirement since individual variation would preclude 
acquiring it through evolution. This gives us part of the answer to the problem intro-
duced above concerning representation of the angle of regard with respect to a seg-
mented area of the sensory field, which is necessary for correctly mapping effects of 
acuity and astigmatism.

But that it is still a good ways from a full spatial construction of the 4D perceptual 
world we know, especially without a metric. How then do we obtain a metric, and how
do we understand that metric in relation to the individual proportions of our limbs so 
that we may accurately act in space? Berkeley (Berkeley 1709) was an early proponent
of the idea that the relation of the two-dimensional image on the retina to distance is 
an association between sight and touch, and that this must be learned.  Gibson (Gibson
1950) enunciated the motor theory of perception according to which the co-variance of
visual and kinesthetic sensations upon actions of the body discover the spatial relations
between the two. This implies that the perceptual understanding of the metric of visual
space must be represented in terms of the metric of proprioceptive and vestibular 
space; that is, represented in terms of joint angles, limb-lengths, and body orientation.

Thus when the infant encounters a tactile sensation together with a certain proprio-
ceptive and kinesthetic experience, and simultaneously with these the sensation of a 
particular visual stimulus within the geometry of the image, it is common to suppose 
that hand-eye coordination is learned. This can be restated in part as supposing that co-
variance matrices of the sort Koenderink discusses are being acquired and that what is 
being learned is the X,Y,Z,T pre-geometry of the phenomenal space of the full percep-
tual world, so-encoded, and including the pre-geometry of the body-image extended 
into that phenomenal space. However, a meter stick and a system of units grounded in 
physical space is still lacking, and they must have a representation within a fully-
metrized phenomenal space. They also must be represented as something other than 
sensory phenomena, since the metric of sensory perception is itself to be given by ref-
erence to this meter stick. To be more exact, we need a set of metric values that can be 
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placed, subject to certain conditions, into correspondence with pairs of points in the 
topology of phenomenal space, and this set of values must have a representation 
within the phenomenal rather than physical world. Nonetheless, to be useful in the 
control of behavior, this should be subject to the constraint that distances so-assigned 
to point-pairs of phenomenal space shall stand in the same relation to each other as 
distances between the corresponding points of physical space under some continuous 
map. How can this be achieved? 

Whenever we make a motion, it is the result of an outflow of hierarchically-orga-
nized motion-planning activity in the neurons of the motor system, encompassing 
many structures in the nervous system.11  Thus a high-dimensional vector of “intended 
magnitude and direction” exists for each motion, that is realized by this efferent neural
activity for the effort planned. The resulting physical action in space will subsequently 
produce some result in the afferent, sensory neural apparatus, and ample opportunity 
exists for the computation of covariance of efferent activity with the resulting activity 
in the proprioceptive, kinesthetic, tactile and visual systems. The “truth” of the propo-
sition that the motion was correctly planned is established when tactile or visual con-
firmation is obtained that the target point was reached. This confirmation enables the 
nervous system to learn the correct correlation between efferent motor system corre-
lates of physical motion and the results off these motions in sensory space. Clearly this
correlation will differ for every individual, and for a given individual over their life-
span, as it depends on physiological variables such as limb-length.

As a result, vector differences between successive states of the efferent representa-
tion at successive states of an action provide a set of differential values represented in 
functional neural activity that can act as a metric for the point-pairs of the pre-geome-
try of physical space involved in each state of the action, including the body-image it-
self, which has been derived as above from the simultaneous order of activities of the 
afferent sensory system. Thus any two events in sensory space-time such as “my fin-
gertip is touching the left corner of the page” and “my fingertip is touching the right 
corner of the page” have representations derived from visual, tactile, kinesthetic and 
proprioceptive activity, and there will exist a vector difference between the two states 
of the efferent activity corresponding to each that may be assigned to that phenomenal 
point pair as a metric. Since the relation between the point pair and the metric value 
will have been mediated through the actual geometry and physics of the world in 
which the action occurred, a neural representation of their geometry in the physical 
world exists, and this provides an observer-dependent metric for a full geometry of the
external world. (This is simplistic; the body has mechanical redundancy and there are 
many ways to move one’s arm that put the fingertip at the same point in space and 
there are different conditions of resistance to motion, etc., but none of it is in principle 
incapable of computation over a series of actions.) The phenomenal and neural repre-
sentations of physical space need not have the same metric, nor need it be the actual 
metric of physical space; they can be rubber-sheet distortions of one another and we 

11 The hierarchical elaboration of motion in the nervous system was first understood in the 1870s by John Hughlings 
Jackson; a non-technical modern overview of the operation of these structures can be downloaded here: https://www.nd-
su.edu/faculty/pavek/Psych486_686/chapterpdfs1stedKolb/kolb_10.pdf.
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would not know it, but their correlation matrices induce a map between them express-
ing the necessary functional relationship to ensure accurate action in the world. This is 
not the metric we use to describe Euclid but it is the metric we use to catch a ball and 
to metrize phenomenal space.

In this view then, the representation of phenomenal space is comprised of a topol-
ogy supporting an ordered lattice provided by sensations, and a metric defined on it by
interacting with physical space to generate those sensations. In essence, our limbs be-
come our measuring rods. What could be more natural for a brain that has the function 
of controlling the action of the body in space?

7 Robotic Interlude
Control Theory offers many concepts of significance for understanding perceptual 

processing in the brain. Some of these also can be put into analogy with the terminol-
ogy of philosophical discourse. The idea of a hierarchical internal model of the world, 
in which many levels of description, both intentional and non-intentional, are simulta-
neously available, is of particular importance.

While information theory is well-known to most, control theory has less of a fol-
lowing. It is, however, essential in neurobiology to understanding the functions of the 
nervous system and by extension, their implications for philosophical issues. It is, ap-
proximately, the mathematical treatment of the problem of applying information to the 
control of goal-directed systems. Trivial examples are thermostats and automobile sus-
pensions. It deals in concepts such as feedback, feedforward and stability under pertur-
bation. The brain is a control system; that’s what it does - what it evolved to do. 
Higher cognitive faculties in humans are a minor, late addition, and even those are em-
ployed the majority of the time to further refine biological, goal-directed behavior.12 
Describing the operation of the nervous system in control-theoretic terms is a problem 
of hideous complexity. We can understand the general outlines of a lot of it, but under-
stand only bits and pieces of it in detail.

In particular, inside the nervous system, information flow is dominated by feed-
back, and information flow from post-perceptual neural processes flowing back into 
perceptual processes forms the most important determinant of the state of phenomenal 
experience. Here the sequential flow of information from one representation of inher-
ent information to the next, while yet remaining a causal chain,  becomes complex to 
the point that an “intervening representation” becomes difficult even to define. The 
naive view of neurobiological vision, that it consists of successive stages of analyses 
of the retinal image which finally become the data which enter consciousness, is sim-
ply not tenable.

Therefore, before tackling the evidence for mechanisms of neurobiological repre-
sentation in perception, I would like to review the operation of a simple, artificial sys-
tem that will clearly display some general concepts and permit comparison with some 

12 The ability to divert these resources to abstract problems may well be a design flaw that survival of the fittest will ul-
timately correct.
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philosophical terminology. This is the design of a vision system for a robot that was 
constructed in the 1980s with the objective of mimicking some important aspects of 
biological image processing. (Kent and Albus 1984) It in no way captures the com-
plexity of neural processing, which does not come apart into neat boxes and simple 
features, but it will help us to get a start on it.13

Please examine Figure 2, which consists of three columns. The column on the left 
with boxes “SP” is the sensory processing column. The center column with boxes 
“WM” is the system’s internal model of the external world. The right column with 
boxes “AP” is the action planning system. The arrows indicate directions of informa-
tion flow in the system. This is a hierarchical control system, and each horizontal level
is a control system in its own right for dealing with information at some level of de-
scription. The arrows for level three have been labeled, and each of the other levels 
would have similar labels. At each level, the WM box contains the system’s current be-
lief about the state of the world at that level of description. It receives feedforward in-
put from the AP box at that level concerning the current state of action planning, and 
employs that to predict what the sensory state should become as the result of that ac-
tion if its current assumptions or “beliefs” are correct. That prediction is passed to the 
SP box, which compares the prediction with accepted data arriving from below. If the 
prediction and the data match within acceptable limits, a statistical best-fit is made and
the prediction, adjusted to the best fit, is accepted and passed up to the next level of SP
as well as back to the model, which updates its belief about the current state of the 
world. If the mismatch between observation and prediction exceeds some level, the 
model must strive to find a different belief about the state of the world that matches it 
acceptably, and a “perceptual reorganization” may occur. Asynchronously with this 
process, the boxes of the AP column are receiving commanded states from above at 
their level of description and resolving them into finer-grained commanded states for 
the level below, along the ideas noted in footnote 11. To do this it needs to know the 
state of the external world, and it obtains this from the “best guess” embodied in the 
beliefs (assumptions) of the world model at its level. 

What is omitted for clarity is that at each level, multiple, parallel lower levels re-
ceiving input from a single higher level are instantiated to deal with subdivision of the 
problem in narrower scope but greater detail. There are many advantages to the use of 
world models in control systems, and most control systems of any complexity require 
them. (Francis and Wonham 1976) The complexity of hierarchical control systems is 
rarely required in small-scale engineering applications, but they are of great theoretical
interest in neurobiology, and are employed in robotics and artificial intelligence as 
well as plant-wide control of manufacturing.(“Hierarchical Control System - an Over-
view | ScienceDirect Topics” n.d.; “Hierarchical Control System” 2020; Raisch and 
Moor 2005)

A clearer idea of the interaction between data inflow and current model may be had
by examining figure 3. This illustrates how detected edge-points maintain the internal 
model of a rigid rectangle as the state of the system evolves. At each of the two levels 

13 Viewed as an instantiation of a functional theory of perception, if such a concept is applicable to machines, it at least 
has the advantage of having been built and demonstrated to actually work.
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shown, there is an input from WM representing the current “belief”, and a collection of
lower-level descriptions to be matched to it. There will always be noise and error so 

that the fit is never perfect. Kalman fil-
tering is used to weight the model vs. the 
data in making a best estimate so that the 
model will adjust smoothly unless there 
is a difference that exceeds the expected 
effects of noise. The prediction may be 
based on a priori knowledge of proper-
ties, such as the fact the shape is rigid, in 
addition to simply working with last ac-
cepted locations.14

Can we build any bridges between 
this kind of system operation and philo-
sophical terminology? I think to some 
degree we can, although not a perfect fit. 
First, at the lowest levels of the system 
we are getting some kind of smoothed 
and filtered representation of actual phys-
ical events impinging on the sensors. 
This can be compared with “qualia real-
ism,” the view that claims that conscious 
character is an intrinsic nonrepresenta-
tional property of visual experience. On 
the other hand, from the highest levels 
there is descending information flow in 
the form of a representation that com-
pares favorably with an intentional 
“type” derived from narrow content. Of 
interest then is what happens in the mid-
dle. At each level the type suggested 
from the higher level is particularized as 
a token by interaction with ascending 
analyses from lower levels, so that we 
get, for example, a located and oriented 
token of the rigid-rectangle type. This in 

turn becomes a token of a type for subsequent comparison and prediction. Thus from 
top to bottom the flow is to representation of increasingly particularized broad content,
while the bottom-up flow is from particular properties to increasingly abstracted inten-
tional representations. 

In sections 9 and 10, I will argue that our phenomenal awareness either is, or is of, 
a controlled world model maintained by the brain in a manner similar in principle to 

14 This is not to be taken as indicating that the brain actually engages in this simplistic, sequential  “grandmother cell” 
approach to image understanding (although it worked for the robot), but only to illustrate the concepts of servoing 
model-derived expected input to observations to correct the model.
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Figure 2: Simplified scheme of functional in-
formation flow, with path descriptions 
shown for one hierarchical level. SP: Levels 
of sensory processing. WM: Levels of world 
model description. AP: Levels of action 
planning.



this simple example. Further, the evidence suggests that our awareness seems to be of 
all of the levels simultaneously, as if they were a transparent stack, so that when there 

is no stable higher-level organization 
available, we will still see the “qualia re-
alism” level. Thus the answer to a num-
ber of philosophical disputes of the form 
“Is the nature of perception X or Y?” may
be “yes”.

8 Phenomenal Character and 
Representational Properties as 
Awareness of a Controlled In-
ternal Model

The current majority view of neurobi-
ology is that our phenomenal awareness 
is best thought of as either being, or being
the mental correlate of, an integrated, 
neural, predictive model of our sensory-
motor environment that is constrained at 
the bottom level by non-intentional input 
from sensors, but subject to reorganiza-
tion and influence by a host of intentional
influences at every hierarchical level of 
description.

This picture has frequently been 
referred to as our perceptual experience 
being a “controlled hallucination” (Nir 
and Tononi 2010; Parkkonen et al. 2008).
By this is meant that the brain continually
constructs predictive hypotheses in the 
form of models of what we will experi-
ence next, and these perceptual models 

are continually corrected to conform to the actual, current sensory input. It is then this 
predictive “hallucination” which we experience rather than the raw sensory data. None
of this is particularly new, and the basic idea goes back to Helmholtz (von Helmholtz 
1896). It has been very precisely developed in mathematical control theory as de-
scribed in the preceding section, and is the mechanism at the heart of all complex con-
trol systems. Indeed, it can be proven that such an approach is necessary for optimal 
control, and the brain’s evolutionary history is as an optimal control system for the or-
ganism. In these terms, stripped of a bit of attention-grabbing nomenclature, the “con-
trolled hallucination” is perceptual awareness of a neural model of the external envi-
ronment that is developed by the brain and “servoed” to the sensory input by various 
statistical procedures in which the error between the estimated sensory input from the 
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Figure 3: Conceptual example of error-fit-
ting the prediction from the model to input 
from a lower level at two hierarchical lev-
els.



model and the actual sensory input is used to continuously correct the model. Control 
of action at every moment is then guided by the current state of the model rather than 
by raw sensory input. As such it qualifies as a representation of inherent information 
under the present definition, inasmuch as it is causally linked to the environment it 
represents through the senses (in addition to many other inputs), and it realizes an in-
formation space that maps veridically to that of the external scene. (In fact, the whole 
point of this vastly complex apparatus is to maintain the best possible fit between the 
model and the scene in the face of noisy and incomplete data.)

The evidence supports that it is not our sensory input of which we are perceptually 
aware, but rather this predictive hypothesis, this model of impending sensory state, 
generated like dreams and hallucinations. If this is true then little of the raw sensory 
input ever reaches consciousness in any direct manner. Instead we are indeed experi-
encing something like a predictive hallucination about the world which is continually 
updated via error signals. In particular it is asserted that the appearance of which we 
are aware has its origin not in the immediate distal world but in what amounts to our 
imagination, informed by beliefs, knowledge, memory, intended actions, and the cur-
rent state of the model itself, however much that imagination is constrained by current 
sensory input. 

From the considerations of section 4, it would then be the case that:

1. This internal model is, or is the neural correlate of,  the final, phenomenal, rep-
resentation of the world.

2. This internal model is, or is the neural correlate of, our phenomenal awareness.

I would like to lay out the evidence for this position in some detail.

9 The Internal Neural Model of the World

That the brain maintains a multi-modal, internal model of the external world, syn-
thesizing information concerning all the senses, including proprioception and kinesthe-
sis (Clark 2013; Land 2014; Lee 2016; H. Barlow 1987; H. B. Barlow 1994; Ito 2008; 
Kawato 1999; Picton and Stuss 1994; Friston 2012; Petro and Muckli 2016; Jeannerod
1994; Lange and Haefner 2016; Jerath, Crawford, and Barnes 2015), and producing a 
unified model of the body within an organism-centered model of the world is widely 
accepted. The model is continuously adjusted on the basis of intended motion in order 
to predict impending sensory states, and by using knowledge about the world continu-
ously to track and update the evolving state of affairs. The resulting predictive model 
is then used, rather than raw sensory input, as the guide to control of action (Brown, 
Friston, and Bestmann 2011; Cerminara, Apps, and Marple-Horvat 2009; Hikosaka et 
al. 2002; Imamizu et al. 2000; Jeannerod 1994; Kawato 1999; Kwon and Knill 2013; 
Lalazar and Vaadia 2008; Seidler, Noll, and Thiers 2004; Shadmehr and Holcomb 
1997; Sülzenbrück and Heuer 2011; Synofzik, Lindner, and Thier 2008; Thoroughman
and Shadmehr 2000; Wang, Arteaga, and He 2013; Daniel M Wolpert, Ghahramani, 
and Flanagan 2001; D. M. Wolpert and Kawato 1998; Daniel M Wolpert, Miall, and 
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Kawato 1998). The sensory and connative functions are thus highly integrated. We 
don't really have a sensory system so much as a sensory-motor system. 

From a control-theory standpoint, this servoed model approach is a necessary evo-
lutionary response to the fact that sensory input is partial, incomplete, sporadic, am-
biguous, unstable and very noisy. The method is common to all advanced control sys-
tems, both artificial and biological. Our later, higher intellectual functions have been 
incorporated into an existing underlying machinery of sensory-motor behavioral con-
trol in order to improve its performance, particularly with respect to longer time-
frames of action. Control theory describes and constrains the behavior of all feedback-
dominated systems, and the brain is the stellar example of a feedback-dominated sys-
tem, rather than a linear system that sequentially processes information into ever more 
refined forms (Layton, Mingolla, and Yazdanbakhsh 2014; Lee et al. 1998; Scholte et 
al. 2008; Seidler, Noll, and Thiers 2004; Somers et al. 1999; Williams et al. 2008; 
Wokke et al. 2013; Kerkoerle et al. 2014). In such systems the functional characteris-
tics of the system are controlled by the properties of the feedback loops. Control the-
ory is about obtaining optimal performance, and it can be proven that internal models 
are necessary for optimal control (Francis and Wonham 1976). The nervous system 
uses Baysian statistics, with the current state of the model as an estimator for the next 
state of the world, to deal with noisy and missing input information (Fiser et al. 2010; 
Knill and Pouget 2004; Lee 2002; Lee and Mumford 2003; Rao 1999). It draws on 
multiple sources of knowledge to implement this, ranging from phenomenal beliefs15 
about the current state of the world already embodied in the immediately preceding 
state of the model itself, to knowledge of the properties of objects, to abstractions such
as models of naive Newtonian mechanics (Cheron et al. 2014; McIntyre et al. 2001; 
Zago and Lacquaniti 2005). This knowledge is not necessarily verbal, and presumably 
is largely shared by non-verbal animals. While there is evidence that language-like 
representations do penetrate to affect lower levels of the sensory systems, the evidence
is disputed and not yet clear. Thus I am speaking here primarily about the kind of epis-
temic knowledge that informs our actions; that is, naive physical understanding of ob-
jects in our perceptual world and of how objects in the world, including our bodies in-
teract, and how those interactions are contingent on the form of our behaviors. 

The process by which this proceeds is generative, Baysian, statistical inference 
(Fleming 2014; Friston 2005; Hinton 2007; Lange and Haefner 2016), in which bot-
tom-up connections are driving, and top-down connections are both driving and modu-
latory. The internal model of the world is hierarchically adapted to form the statisti-
cally best fit to the raw data at multiple levels of description.  It is much more complex
than this suggests, and the brain, being evolved rather than designed, is not constrained
to do similar jobs in identical ways at every point, but this is the basic plan. The funda-
mental process is predictive coding, and is thought to be the essential means by which 
the sensory-motor system acts (Edwards et al. 2017; Fiser et al. 2010; Friston 2010; 
Hohwy, Roepstorff, and Friston 2008; Huang and Rao 2011; Jehee and Ballard 2009; 
Knill and Pouget 2004; Kok and de Lange 2015; Lee and Mumford 2003; O’Callaghan

15 Which may be conceptual beliefs or non-conceptual beliefs about the world available to any organism, depending on 
the level of representation.
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et al. 2016; Petro and Muckli 2016; Pickering and Clark 2014; Rao 1999; Young 
2000). The process continuously keeps the model in synchrony with the distal world, 
and the predictions of the model are continuously adjusted to account for current be-
havioral acts16. If at any level of the hierarchy the error-signal strays too far from ex-
pectation, a new hypothesis may be formed and a perceptual reorganization occurs 
(Wang, Arteaga, and He 2013). 

None of this requires any necessary relation to consciousness, and it would be just 
as necessary, and work just as well, for a zombie. It was evolved long before man 
walked the earth, and one of the structures principally involved in its operation, the 
cerebellum, is phylogenetically very old. Although cerebellar function evolved early 
for the control of action based on sensation, its associations with all parts of the cere-
bral cortex have continued to develop to include those involved with cognition and 
emotion (Schmahmann 2010), including individual-specific functional networks, and 
it plays a role in adaptive plasticity.  In the human, the cerebellum contains the major-
ity of the brain's neurons, and it has evolved most rapidly in the great apes and humans
(Barton and Venditti 2014) underscoring its important role for higher functions in the 
operation and utilization of the model. It is increasingly understood to play an impor-
tant role in sensory-motor integration and feedback/feedforward control of the internal 
world model at all levels of perceptual processing. (Daniel M Wolpert, Miall, and 
Kawato 1998; Synofzik, Lindner, and Thier 2008; Cerminara, Apps, and Marple-Hor-
vat 2009; Ito 2008; Cullen and Brooks 2015; Imamizu et al. 2000; “The Underesti-
mated Cerebellum Gains New Respect From Brain Scientists” n.d.; Hogan 2004; 
Marek et al. 2018; “Cerebellum” 2020)

10 The Internal Model is Both the Content and the Medium of 
Our Perceptual Awareness

Empirical evidence supports the claim that the information state realized in this 
sensory-motor model of the world, and not that of the immediate sensory input,  is the 
information content of our conscious, perceptual awareness (Cichy, Heinzle, and 
Haynes 2012; Albers et al. 2013; Chong, Familiar, and Shim 2016; Naselaris et al. 
2015; Knauff et al. 2000; Harrison and Tong 2009; O’Herron and von der Heydt 2009;
Muckli, n.d.; Stokes et al. 2009).  Given the very close, albeit nomic, causal connec-
tion between brain states and mental states, this is hardly surprising. This is not to say 
that there is a model of the environment somewhere in the brain that “looks like” the 
external world. This is not a sense datum. The model is both hierarchically organized 
and distributed. Different aspects of it, and at different levels of description, are the in-
formation content of the multitude of sensory processing areas – over 30 in the visual 
system alone. Moreover there appears to be no one central location where all the parts 
are drawn together; rather, the unity of perceptual awareness is a hegemony of richly-

16 To gain a good, intuitive feel for how this process appears in real-time operation, I recommend you take the time to 
work through the visual experiment in the later section “Cognitive Penetration” below, which provides a convincing 
demonstration of the model dynamically adjusting the perceived geometry of objects under body motion when conscious
assumptions about orientation are put in conflict with knowledge about rigid objects. 
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interacting perceptual domains, each dealing with some aspect of the whole (S. Zeki 
and Bartels 1999).  

It appears that neural activity embodying this distributed, hierarchical model not 
only entails perception but is entailed by perception. In the forward, or bottom-up di-
rection, the dependence of perception on this representation is clear. Stimulation of 
these areas is well-known to produce perceptual experiences.  Lesions in specific por-
tions of the sensory systems eliminate perception of corresponding specific perceptual 
attributes without eliminating others, as in the various clinical agnosias (reviewed in 
(Semir Zeki 1993)) Further, the ability to perceive elements structurally and function-
ally antecedent to the agnosic deficit (such as accurate perception of individual compo-
nent features while lacking face recognition) is retained, demonstrating that no simple,
sequential analysis leading to some later perception is being interrupted.

In the opposite, top-down direction, activity in the neural apparatus subserving this
representation is modulated, and can be initiated by, perceptual events that do not arise
directly from sensory input. The experimental evidence supports the conclusion that all
the things we might consider non-sensory sources of, or influences upon, perception, 
while originating in different underlying neural events, are ultimately expressed in our 
perceptual awareness via the same neural pathways that mediate the entry of informa-
tion from the sense organs into awareness (Muckli, n.d.; Cichy, Heinzle, and Haynes 
2012; Stokes et al. 2009; Albers et al. 2013; Chong, Familiar, and Shim 2016; Nase-
laris et al. 2015; Knauff et al. 2000; Harrison and Tong 2009; O’Herron and von der 
Heydt 2009).  For example, induced changes to perception such as volitional figure-
ground reversals or ambiguous figure changes are repeatably associated with activity 
in these same neural circuits in the absence of changes to sensory input.  Subjects 
asked to make volitional shifts in figure-ground reversal images show characteristic 
activity in the frontal cortex which is followed by activity in the visual cortex coinci-
dent with report of the shift, even though the stimulus reaching the visual cortex from 
the sensory inputs is unchanged (Wang, Arteaga, and He 2013).  Thus, it has been 
found that non-sensory events which alter perception, such as volitional acts, ambigu-
ity resolution, and illusions (Kornmeier and Bach 2012; Wokke et al. 2013; Kornmeier
and Bach 2004; von der Heydt 2015; Seghier et al. 2000; Layton, Mingolla, and Yaz-
danbakhsh 2014) alter neural activity in these sensory areas, and so do internally-gen-
erated kinds of perceptual imagery such as hallucinations (Howard et al. 1997; ffytche 
et al. 1998; David et al. 1996), dreams (Dresler et al. 2011; Horikawa et al. 2013; 
Igawa et al. 2001; Nir and Tononi 2010; Revonuso 2006), and imagination (Kosslyn et
al. 1993; Kosslyn and Thompson 2003; Aleman et al. 2001). Finally, “filling in” phe-
nomena, which are a form of hallucination involving the perception of synthesized fea-
tures where none exist or are different, are a routine part of ordinary visual processing 
(De Weerd 2006; De Weerd and et al 1998; Komatsu 2006; Luiz Pessoa and De Weerd 
2003; L. Pessoa, Thompson, and Noë 1998; Rees and weil 2009; Spillmann and Weerd
2003). In general the visual system at every level passes on only boundary information
about homogeneous regions of color, luminance, texture and so on that are implicit in 
their boundaries. Our perceptual awareness of these regions is constructed by ‘filling 
in.’
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The case is made therefore that neural activity in the sensory apparatus underlies 
perceived imagery whatever its sensory or non-sensory source, and is either identical 
with, or the neural correlate of, our perceptual awareness.  As such, the perceptuo-mo-
tor model is driven by both bottom-up sensory inputs and top-down inputs from non-
sensory sources. With this in hand we can ask what are the sources of the information 
that reaches conscious awareness. The crucial point is that the model, and hence per-
ceptual awareness, is not just a representation of immediate sensory input from the ex-
ternal world but rather a reconstruction of the nervous system's best estimate of the 
state of the external world, derived from many sources such as object knowledge, past 
experience, expectation, perceptual learning, servo-estimation, filling-in procedures 
from boundary conditions, ambiguity resolution and the like (Gilbert and Li 2013; 
Kandel, et al, 2014; Cavanagh 2011; Naselaris et al. 2015; Williams et al. 2008; Harri-
son and Tong 2009; Chong, Familiar, and Shim 2016; O’Herron and von der Heydt 
2009; Muckli, n.d.; Stokes et al. 2009; Kornmeier and Bach 2012; Wokke et al. 2013; 
Kornmeier and Bach 2004; von der Heydt 2015; Seghier et al. 2000; O’Callaghan et 
al. 2016; Lee and Nguyen 2001; Parkkonen et al. 2008; Somers et al. 1999; Cheron et 
al. 2014; Smith and Muckli 2010; Lee 2002; Hochstein and Ahissar 2002). In fact,  
Lamme and Roelfsema have proposed, based on backward masking and transcranial 
magnetic stimulation studies, together with measured latencies of activity in different 
classes of interconnecton, that the fast feedforward activity through the various hierar-
chical cortical regions can be identified primarily with pre-attentive and unconscious 
visual processing, while the slower lateral and recurrent feedback activity responsible 
for most cognitive and contextual, attention-driven processes of perception are to be 
identified primarily with conscious visual experience (Lamme and Roelfsema 2000) 
Such a division would correspond to the feedforward pathway being identified with 
the “SP” column of Figure 2, while the collateral and recurrent feedback processes 
would correspond functionally to the “WM” column of the figure. Obviously in this 
case conscious visual experience is to be identified with the functioning and mainte-
nance of the internal model rather than with direct sensory input.17

Thus it appears that phenomenal experience is largely fabricated by the observer in
real-time, with reliance on sensory input primarily for adjustment of the internal model
to synchronize it to a statistical best fit to the input stream. The production of our vis-
ual experience is inferential, not analytic (Young 2000). The weight of neurobiological
evidence supports the conclusion that the majority of the information provided to our 
awareness (John Smythies claims 95%) is provided not by the distal object but by 
these other, internal sources, only synchronized to the external world by the current 
state of sensory input.  A different way of saying this is that that of which we are per-
ceptually aware is not a representation of the world but a representation of our justified
beliefs about the world. Where the model contains the current state of our belief and 
justification in this sense is measured by the statistical error of the fit between the 
model's prediction and sensory input. The model is being continually adapted and ad-
justed to minimize this error.

17 None of this would seem to support a Direct Realist position.
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At various hierarchical levels of the model, post-perceptual stages of analysis as 
well as cognition and long-term memory, all provide input and feedback to help instan-
tiate the model from current knowledge or belief about the world. This instantiation, 
continuously corrected through synchronization to current input, then becomes not 
only the basis for our immediate sensory awareness, but also for longer-term epistemic
understanding of the world which provides the basis for the model and is learned over 
time, beginning in infancy, as we explore the world.  It is justified and reinforced when
sensory-motor hypotheses, instantiated as neural models of our environment, are con-
firmed or disconfirmed. For example, when we reach out to touch something and re-
ceive tactile confirmation, the model is confirmed; if not the system learns how to im-
prove the modeling process (Golub, Yu, and Chase 2015).  

Conceptualizing what I have described here as a mechanism for perception risks 
imposing our own conceptual categories on a brain that was evolved rather than de-
signed. I have already discussed the central place of the model in motor control, and 
there is evidence that it also participates in many other mental functions. For example, 
there is psychophysical and neurological evidence that it is recruited as a simulation 
engine to extract intentions from the motions of other animate beings and to predict 
their future actions by simulating the observed action and estimating the actor's inten-
tions based on a representation of one's own intentions.  In particular, neurophysiologi-
cal evidence supports the existence of a matching system between perception and ac-
tion, which is recruited during imitation (Blakemore and Decety 2001). It should not 
be surprising that a general system for modeling and simulation acts similarly in ser-
vice to many other functions as well as those we categorize under our artificial concept
of “perception.”

11 Wait, that’s not what I meant!
All of this is of course empirical science which never has the luxury of certainty. 

This is just our best theoretical interpretation of the current state of the empirical, ex-
perimental evidence. It has only gotten better-supported with time and new techniques,
but that could change tomorrow. Also, there are of course alternative interpretations, 
conflicting evidence and theoretical differences in the extensive neurobiological litera-
ture. But, for the sake of argument, let us suppose that this picture is, at least in outline,
correct. Further, although the real biology has no such uniformity of function nor 
clear-cut demarcations of levels as portrayed in figures 2 and 3, for the sake of man-
ageable discussion, and as a beginning rather than an end, let us suppose that at least 
the major functional concepts are captured by something similar to the almost comi-
cally-oversimplified picture in the figures. Specifically:

1. Predictive representation - The content of perceptual awareness consists of a 
continuously evolving model of the world that is the nervous system's best esti-
mate of the current state of the external world.
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2. Peceptuo-motor integration – The model is the motor system’s guide to the an-
ticipated state of the external world, and the perceptual system’s guide to the 
effects of intended action on the sensory state.

3. Hierarchical organization – The model exists at many scales of description, in 
both space and time, with many levels of granularity. The descriptions at every 
level are simultaneously available to awareness.

4. Bayesian estimation - The model represents a belief about the state of the 
world that is justified by continuous testing of its predictions against raw sen-
sory input, and constantly adjusted to maintain a statistical best fit to the input.

5. Top-down driving and modulation -  In addition to perceptual belief instanti-
ated in the current state of the model itself, it employs non-phenomenal inputs 
such as knowledge about known properties of objects and naive physics, and 
even volition, to constrain the time-evolution of its synthesized model of the 
world driven by both bottom-up sensory inputs and top-down inputs from non-
sensory sources.

6. Final common path – The perceptual mechanism realized by the model is a fi-
nal common path for phenomenal experience regardless of its origin, such as 
dreams, hallucinations, and imagination, in addition to sensory input.

What then can we see in these ideas that enables us to build bridges to philosophical 
terminology, even if the fit is not perfect? The above-mentioned features of the predic-
tive model hypothesis suggest that its acceptance would imply certain positions con-
cerning intentionality, representationalism, cognitive penetration, and direct realism 
among others. I examine some of these here.

Representation

Philosophers tend to put great stress on falsifiability and conditions of satisfaction 
in discussing representation; biologists and control theorists not so much, although 
many mathematical techniques in control theory carry an implicit assumption of incor-
rect data.  By almost anyone’s definition the internal model as presented here is a rep-
resentation. It instantiates both physically (in neural activity) and phenomenally (in 
conscious awareness), information that represents to us that the world is a certain way 
that is verifiable. Beyond this it is less clear what sort of representation it is. The hier-
archical structure of the model and the multiple paths of information flow and interac-
tion admit of various interpretations at different levels, so it is far from clear that any 
single notion of representation applies throughout. Its bottom-up function in ordinary 
perception fits the definition used earlier in the present paper, derived from causal in-
formation flow and mapping of information spaces. It is driven by causal processes 
originating in the distal object, and it certainly realizes, when successful, a valid map-
ping of its information space. Indeed, that is the whole point of its hypothesized opera-
tion. On the other hand, taking this view alone treats other inputs such as semantic, 
top-down information, simply as perturbations and noise like any distortion in the 
causal chain, and this clearly ignores important new aspects of the representation. 
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If instead we look at the situation with dreams or hallucinations in the absence of 
sensory input, the suggestion from neurobiology is that these employ the same mecha-
nism for representation of their phenomenal character. In this case however, in place of
the “distal object” there would be the internal, neural processes responsible for gener-
ating or recalling from memory the content of the dreams or hallucinations. That such 
internal neural processes produce hallucinations has been well-understood since the pi-
oneering work of Penfield. (Penfield and Rasmussen 1950) In this case, both causal in-
formation flow and veridical mapping could plausibly be assumed between these pro-
cesses and the mechanisms of phenomenal representation. The phenomenal character 
presented by the model would then fit the same definition of representation as for 
veridical perception, but “stood on its head”, with top-down input from internal pro-
cesses as the input in place of bottom-up input from a distal object. If you accept that 
ordinary phenomenal character in veridical perception is your phenomenal experience 
of neural firing in the visual cortex, then it is certainly no great leap to suppose that 
hallucination or dreaming is your phenomenal experience of the neural activity gener-
ating those events, presented to you via top-down inputs to the same internal modeling
apparatus. A composition of these two views of the model could be considered as two, 
interacting, instances of the original definition of a representation, each with its own 
input. This of course fits nicely with the characterization of perception as a “controlled
hallucination.”

Since our access to the model seems to be of all hierarchical levels simultaneously,
it is as if we were looking down through a transparent stack of representations at dif-
ferent levels of description and possibly of different sorts. Consider this image. 

Figure 4: An image demonstrating multiple levels of organization.
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Based on a sample of 5000 undergraduate psychology students, about 5 percent of 
viewers immediately understand it correctly, about 90 percent do so with a few hints, 
and about 5 percent never can see what it is. (These percentages may vary here de-
pending on just how this slide reproduces in print.) Assuming you are in the 90%, you 
are initially aware of a black and white image of a number of irregular blobs. If I tell 
you it is a newspaper photograph of a nice black and white cow, standing in front of a 
fence and some trees, having its head, with black ears and nose, to your left and turned
towards you, and its white flank to the right with a few black marks, you probably “get
it” and see the image for what it is – a representation of a cow. 

The point of interest here is that from the time you didn’t see the cow to the time 
you did, something definitely changed in your experience. In fact, once you “see” the 
cow it is very hard to go back and not see it (the perceptual change has hysteresis as 
would be predicted by the control-theoretic aspects of the model.) Yet, notwithstanding
the difference in your experience, if you were to draw accurately exactly what you saw
both before and after “seeing” the cow, your drawings would be identical. None of the 
blobs changed. Two different levels of representation in the “stack” are at play here. 
One is presenting fine-grained, local properties. The other is presenting a phenomenal 
organization of the image that alters its phenomenal character at a more global level. 
One deals in properties of local areas such as black and white, the other with properties
such as grouping of related regions. This illustrates the separability of these levels of 
representation, and the fact that if we do not achieve one level of representation, the 
other is still available to us. There is a separate “what it is like” to the experience of 
each of them. 

How might these different levels of representation be characterized? Consider first 
just the “bottom up” input from the sensory channels. The model’s representation of 
this information would certainly seem to fit the definition of “wide” or “broad” con-
tent, since it is a representation derived from information that is directly inherent in the
current state of the environment. There is at least one clear sense in which the model’s 
representation of this information already is intentional even at the lowest level. This is
because what it represents is a predictive hypothesis for testing against the incoming 
sensory data. The model always represents not the current sensory input, but rather a 
justified belief18 about the current state of the world, built up over prior states, and 
where justification occurs when current input matches predicted state within some 
limit. If it is true that the model is the content of awareness, then awareness is every-
where intentional in the sense of being a belief about the way the world is and how it 
will become. That it qualifies as a belief seems obvious from the model’s role as a 
guide to the planning of impending actions of the motor system. This is not the less 
true because we are considering a non-conceptual level of organization.

What of higher levels of representation dominated by top-down input? In the hy-
pothesis presented here this represents information of non-sensory (or at least not cur-
rent sensory) origin. This may include anything from hardwired evolutionary function-

18 In the sense of an assumption about the state of the world that may be true or false.
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ality to learning and memory, to reason and volition; essentially a priori, semantic 
knowledge about the world and intentional types. There is of course precious little in-
formation about how any of this is represented prior to phenomenal instantiation, and 
most of it is almost certainly represented in different ways. Notwithstanding, there is 
good empirical evidence, both neurophysiological and phenomenal, that it does influ-
ence the phenomenal model of the world. Those influences effect changes in the infor-
mation content of the biological/phenomenal realization, and hence in the information 
state of the model. What we can then ask is how this interacts with the bottom-up driv-
ing of the information state and how the result resembles positions on offer in the 
philosophical literature.  

Assuming that whatever is available from current sensory input is already in the 
model, new information available from the top-down input seems likely to be what is 
often called “narrow content”; that is, intentional content that does not depend on the 
details of the current environment. Thus, knowledge of naive physics that tells us how 
things fall, without being about the trajectory of the particular ball currently approach-
ing my body-image in my internal model, or knowledge of a cow as a “type of thing” 
with certain properties that can be tested against the collection of features currently be-
fore me. In veridical perception the interaction of the top-down and bottom-up infor-
mation is that the top-down information is “modulatory” in that it provides a hypothe-
sized higher-level and larger scale organization of features and properties which, if 
justified by subsequent input, is instantiated into the current state of the predictive 
model, thus improving the scope and accuracy of its representation of the world. This 
instantiation then can be considered as producing a token of a top-down input type 
and, in the process “widening” the narrow-content input and adding additional inten-
tionality to the representation. As this proceeds in an ever more fine-grained manner 
from top to bottom we could perhaps think of it it in terms of “degree” of wideness 
and of intentionality of representation at different levels rather than asking whether the
representation is wide or narrow or what its intentional content might be. It is not obvi-
ous to me however that trying to force the control-theoretic picture of the model’s op-
eration into this terminology provides any particular improvement to understanding.

Putting the argument presented earlier concerning awareness as the final represen-
tation together with the view of representation diagrammed in Section 3, figure 1, it 
appears that some positions on phenomenal character and properties, and on represen-
tational properties, are implied. First, awareness stands as the representation at the 
lower right in this figure. Phenomenal properties are then the realization of the infor-
mation space in the upper right, and phenomenal character is the conscious experience 
of these properties. Further, while phenomenal properties represent properties of the 
mind-independent distal object, and, if connected to them by causal information flow, 
represent them veridically to the extent that a valid mapping exists between the two in-
formation spaces, these are clearly intrinsic properties of the observer. The mappings 
(vertical arrows) between the information states and the things that realize them are in-
comparable and at least potentially idiosyncratic, and the particular properties of the 
realizations must be intrinsic. It is the information states, not the realizations that de-
termine veridicality of representation as used here. Their incomparable realizations are
the media of representation. 
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At the lowest levels of the hierarchy, as discussed above, there is a sort of primitive
intentionality to the model in the sense that it is “about” the expected state of things in 
a predictive sense. Even in the absence of any top-down influence one would suppose 
that there was still an expectation about the state of the world based simply on the 
time-history of the input variables and the “knowledge” that the world does not usually
change abruptly at random. This is the essence of Kalman filtering (Becker 2021). This
sort of knowledge is likely hard-wired into the system by evolution, and may be, but 
need not be, influenced by top-down input from higher levels of representation. In this 
case, to the extent that there is any difference between them, representational proper-
ties and intentionality would seem to be equivalent, and there is no obvious sense of 
priority or how one might ground the other. At the upper levels of representation in the
hierarchy, the issue may be less clear cut.  The narrow types presumed to provide input
to the phenomenal model enter phenomenal experience when instantiated as tokens. 
However, still speaking only of ordinary sensory perception, these enter phenomenal 
experience as modulations and organizations of bottom-up phenomenal character. Here
I would lean towards regarding phenomenal properties as prior to (phenomenal) inten-
tionality. In the case of hallucination and dreams on the other hand, the top-down input
would be driving rather than modulatory and better regarded as prior to phenomenal 
character and representation. (Although we need to know more about the possibly hi-
erarchical nature of generation of content for hallucinations and dreams.)

It has been argued by some that only low-level properties from the receptors are 
phenomenally represented. (Dretske 1995) Others have argued that high-level proper-
ties are represented. (Bayne 2009) The predictive model position as just discussed cer-
tainly argues for awareness of higher-level properties, however it is not obvious that in
ordinary perceptual experience they are manifest other than as influences on the man-
ner in which lower-level properties are instantiated in our awareness. Thus, in this case
it is possible that awareness of higher-level properties depends upon lower-level prop-
erties. However, if it is accepted that this same mechanism is the final common path 
for phenomenal experience of dreams and hallucinations, it seems plausible that top-
down inputs could manifest as higher-level phenomenal character in the absence of 
bottom-up driving, or in cases of unusually intense top-down driving. We might then 
expect to see representations down to some level of detail, but not necessarily penetrat-
ing to levels of fine-grained resolution. 

Cognitive Penetration

Cognitive penetration – the influence of higher-level, non-phenomenal, semantic 
information on phenomenal perception – has been a debated topic among philoso-
phers.(Cavedon-Taylor 2018; Zeimbekis and Raftopoulos 2015; Vetter and Newen 
2014)  Allowing for terminological differences, it is supported by considerable evi-
dence from neurobiology as discussed earlier, and is an ordinary part of control-theo-
retic systems. Of relevance to the present discussion is the argument that cognitive 
penetration is most easily explained in terms of the sort of controlled predictive model 
presented here. This is especially evident in time-varying, dynamic illusions that 
merge the constraints of sensory input and voluntary subject actions with cognitive as-
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sumptions, producing non-veridical representations of the world. A dynamic version of
the Mach Strip illusion presented below illustrates this. 

First fold a sheet of paper across the middle and then fold each half the other direc-
tion to make a construction as shown in “A”. Set it on the floor in front of your chair 
and view it lengthwise as shown in “B.” 

The image on your retina is then a two-dimensional projection, and so it is ambigu-
ous with respect to the two orientations shown in “B.” You now need to make it “stand
up” as shown in “C.” This requires making a mental shift in your assumptions about its
orientation very similar to that required to flip a Necker Cube. This can take a bit of 
practice because your brain knows the real orientation and wants to hold on to it. It 
will help to close one eye to reduce depth cues and to think of the locations of the up-
per corners as shown in “C.” Some people see it immediately, others need to work on 
it a bit. After you once see it, it gets easier and with a little practice you can flip it up 
and down at will.

The next step is to slowly move your body laterally from right to left and back. 
You will see the paper shape move, twist, and deform to track your movements. Your 
brain may reject this and flip it back down again, since it contradicts you knowledge 
about the paper, but with a little practice you can hold it upright while moving freely to
and fro and side to side. You may also notice other effects such as non-veridical illumi-
nation as discussed below. 

As a final demonstration, once you can easily maintain the upright phenomenal 
orientation while moving, place a pencil on the paper as shown in “D.” This may again
cause you difficulty in maintaining the orientation, but a bit of practice will again put 
you right. Once again, observe the effects of body movement on your phenomenal ex-
perience. I will not spoil it by telling you what you will see, but the answer to “why” is
that you are using incorrect assumptions about the paper, but not about the pencil. 
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Figure 5: (A) How the paper is folded. (B) How to view it, showing the actual and the 
illusory positions. (C) How you see it. (D) How the pencil is positioned.  



Discussion of the result

Assuming you now can run the experiment, you no doubt noticed that the object 
shifted, twisted and deformed in exactly the required way to both maintain veridical 
constraints such as the alignment of points on the paper with background points, while 
at the same time honoring your assumption about its three-dimensional orientation. 
Everything, in fact, remains consistent with the image on the retina. Depending on 
your illumination, you might also have noticed the that object appeared to “glow” 
slightly or have an internal light source in places. This is a similar illusion that is re-
quired to make the assumed three-dimensional orientation consistent with the way the 
parts of the object shadow itself and produce various luminance values on the retina, 
given what you know about the sources of light. 

In short, the actual retinal image, feed-forward from the motor system, and your 
assumptions about the external world are being kept in correspondence in real time by 
what must be an enormous amount of computation that you could not possibly be do-
ing consciously.  Indeed, everyone sees the same results whether or not told about 
them in advance, so the result is not a matter of conscious choice, despite that the initi-
ating assumption clearly is. This servoing of an internally-maintained best-model of 
the environment to the results of motor action and sensory input is a normal process 
that goes on all the time in ordinary perception. Usually, however, the assumptions 
about the external world are taken from stored knowledge, both learned and evolved, 
and from ongoing successful validation of the current state of the running model. 
Hence normally our phenomenal experience of the model matches our expectations 
and we notice nothing unusual. 

This is a system that has evolved as a control system for the organism, enabling it 
to operate efficiently on the basis of noisy and incomplete sensory input, and it appears
to use exactly the same principles as those of modern control theory. The system prob-
ably did not evolve to serve conscious awareness, and conscious awareness is probably
not necessary to its efficient operation, although obviously conscious assumptions may
influence the model. Other standard demonstrations of voluntary, cognitive effects on 
phenomenal perception, including flipping of a Necker cube, figure-ground reversals, 
and ambiguous figure reorganizations, also illustrate various properties expected from 
the control-theoretic view, such as hysteresis, but the notable feature of demonstrations
of the Mach Strip variety is to underscore the tight integration of such effects with 
other neural functionality such as motor control. This is an entirely expected result on 
the hierarchical, predictive model hypothesis but much more difficult to incorporate 
into other explanations of cognitive penetration.

Adverbialism

It has been suggested to me that the position taken here that awareness is itself the 
final representation in a causal chain has similarities to adverbialism, and I think that is
worth consideration. Adverbialism opposes the notion that phenomenal experience is 
the result of an act of awareness operating on a representation, but that is a different 
matter from it being the representation. It does not seem that experiencing red ballishly
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is inconsistent with that being how I represent that a red ball is before me. Siegel dis-
cusses two concepts of perceptual content by using the analogy of the “contents of a 
bucket” and the “contents of a newspaper story”.(Siegel 2016) That is, a distinction 
between containing a thing and containing information about it. We might see the con-
tents of the “newspaper” as the state of the information space and the contents of the 
“bucket” as the state of that which realizes it. We could consider awareness to be the 
bucket and the two senses of content to correspond to the state of awareness (state of 
the bucket) and the state of the information space it realizes (state of the newspaper.) 
This nicely captures awareness as a representation according to the definition, while 
retaining the adverbialist notion of phenomenal experience as a property of the ob-
server. Assuming that there is a brain state which either is, or is the neural correlate of, 
phenomenal awareness, we could describe the brain state and phenomenal awareness 
either as two buckets containing different but nomically-linked realizations of the 
same newspaper story, or if you prefer, two aspects of the content of the same bucket. 
In either case, awareness-as-a-representation is the final representation in a causal 
chain originating in the distal object, but, as the adverbialist prefers, not the object of 
an act of awareness. 

Intrinsic vs. extrinsic character

How do issues such as reducibility and intrinsic vs. extrinsic character map onto the 
concepts of the internal model? Again, we may fail to find an answer in all-or-none 
terms. At the lowest level where we are dealing in the most fine-grained way with lo-
cal properties (such as color and luminosity in the case of vision) we find the least 
temporal smoothing (the prior state of the model is viewed as an intentional statement 
or belief about the expected next state.) We also find  the least penetration by cognitive
factors (although they seem not to be non-existent.) This suggests that here there is a 
close relation between phenomenal properties and representational content, and that in 
this case representational content reduces to phenomenal property. In control theory 
terms, sensory input is “driving.”  There is not much here to support that the represen-
tation is of anything but intrinsic phenomenal character. If we look back at Figure 1, 
the model at every level qualifies as a representation to the extent that there is an iso-
morphism between the state of its information space and the state of the information 
space of a distal, mind-independent object. However, because the mappings (vertical 
arrows) between the information states and the things that realize them are incompara-
ble and at least potentially idiosyncratic, the particular properties of the realizations 
must be intrinsic. It is the information states, not the realizations that enter into defin-
ing representation as used here. Their realizations are the medium of representation. 

Direct vs. Indirect Realism

Direct Realists often emphasize the existence of a relation between a perception 
and the object of perception, although they may employ this idea in different ways 
((Alston 1999; Huemer 2001)), and the neural world-model obviously possesses a re-
lation to the distal object. The distal object and its neural model are on either end of a 
causal, physical relation in which changes in the distal object, or its spatial relation to 
other objects, or to the observer, result in changes in the neural model.  If as suggested,
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the content of perceptual awareness can be identified with the information content of 
this internal neural model, then it too bears this same relation to the distal object. How-
ever admitting that this mechanism comprises a relation seems not to add anything to 
the discussion that carries any concept of “directness.”

Although Direct Realism comes in many flavors, we can discuss two general 
types. The first simply asserts that the distal object is itself in some fashion an actual 
part of our perception. This type of Direct Realism, often referred to as some variant of
“Naive Realism”  seems to have no obvious point of contact with the ideas discussed 
above. So far as I can tell, it suffers from being unfalsifiable, and is motivated only by 
the conviction that the world “out there” must in some sense “look like” our conscious 
experience of it.  In the context of the present work I think there is little more to be 
said about it.

A second type of Direct Realism (often confusingly referred to as “Representation-
alism,”) acknowledges the necessity of the physics and neurophysiology, and even of 
internal representations, but asserts that perception is nonetheless direct because it is 
identified with the distal object and we are unaware of the medium of the representa-
tion, and experience only the information the medium embodies. (Dretske 1995; Tye 
1995)If it were the case that we are aware of an internal representation in the act-ob-
ject sense, but unaware of the medium of the representation (and I believe it is the case
according to some indirect Realist positions,) I would still have an objection to label-
ing such a situation as “direct.” It seems to me simply to be the application of a differ-
ent label to the same situation that changes nothing, while the “indirect” label for the 
situation seems more apt. In this case, I would say pick your favorite label and move 
on.

However, the position of the present argument is not quite the same. Since aware-
ness as argued above must itself be a representation, and in fact the final one in a con-
tinuous chain, it is not the case that awareness is of an intervening representation. It is 
however awareness of an internal representation nonetheless. It is not obvious in this 
case that the question of whether or not we are aware of the medium is even well-
posed, and may be incoherent. Even if it is well-posed, however, I don’t think the an-
swer would distinguish in any meaningful way between the position being direct or in-
direct.

In general, awareness of hallucinations, dreams, imaginations and the like would 
not be considered direct perceptions by most, but it should be evident at this point that 
the view of perceptual awareness that is supported by the neurobiological evidence is 
essentially a construct of this same sort. That is, ordinary perceptual awareness of the 
world is synthesized from epistemic knowledge and beliefs at varying time-scales and 
on multiple hierarchical levels, forming hypotheses which are continuously justified 
by statistical fitting to current sensory data. On this hypothesis, the information con-
tent of our awareness is derived by synthesis and correction of stored information, 
ranging from longer-term beliefs and knowledge to the most recent prior state of the 
model itself, but in any case, stored information. In this regard perceptual awareness is
like an hallucination which appears to be a distal object but is something else. This po-
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sition would make it difficult to understand any claim of a direct relation between per-
ception and the distal object.

Justification of  perceptual belief

Given all of this, it is reasonable to ask how perceptual belief can be justified. 
Philosophers use terms such as ‘belief’ and ‘knowledge’ in very precisely-defined 
ways, conceived on quite other bases than neurobiological function. I think that at least
if we restrict ourselves to non-verbal, perceptual knowledge and beliefs, verification of
prediction (“predictive validity”) has a close relation to what is often thought of as jus-
tification. 

The dynamics of the model-maintenance processes embody a very important 
mechanism, which is feedback-confirmation of the model’s predictions. If the model is
correct and the relation between the predictive model and the physical world is to be 
accurately maintained, then actions on the part of the observer should result in pre-
dicted changes in his or her perceptual awareness.  The changes should be in accord 
with beliefs or knowledge about the naive physics of the world, and with expected 
contacts with the objects in it. The model generates expectations of how light and 
shadow will move across a surface, or how an object's alignment with more distant ob-
jects will change under observer motion, or with anticipated visual or auditory stereop-
sis, and many other moment-to-moment sensory inputs. If these predictions are within 
the range of acceptable error, the model’s predictive validity is confirmed. When it is 
dis-confirmed the model is rejected and hopefully successfully modified. This process 
spans a time-course of milliseconds at the lowest hierarchical levels of the model and 
minutes or longer at the highest. It is by this means that from childhood we learn per-
ceptual understanding. Predictive validity is a hard-wired, fundamental feature of our 
brains. In neural systems, predictive validity of stimulus associations is the basis of 
Classical Conditioning, and predictive validity of action is the basis of instrumental 
learning. In the case of perception, whenever predictive validity is confirmed we learn 
beliefs about the world, and how to act within it based on our sensory input and prior 
information (Lalazar and Vaadia 2008). The predictive correlation between distance 
senses and connative actions, as confirmed by contact senses, is of paramount impor-
tance since every individual's body is different, and hence the correlation must be 
learned. Predictive validity of vision and other distance senses being confirmed by 
touch thus exerts a powerful influence on our perceptual beliefs.19 Everyone has al-
ways known this: 

“Is this a dagger which I see before me,
The handle toward my hand? Come, let me clutch thee.
I have thee not, and yet I see thee still.
Art thou not, fatal vision, sensible
To feeling as to sight? or art thou but
A dagger of the mind, a false creation,
Proceeding from the heat-oppressed brain?”

19 The primacy of contact senses in grounding distance senses, at least during early learning, my have evolutionary roots
in the antiquity of contact senses.
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– Shakespeare, “Macbeth.”

12 Summary

An information-based definition of representation based on the flow of the inherent
information contained in physical objects is advocated as applicable to both physical 
and phenomenal objects, and it is argued that according to this definition awareness it-
self must be considered the final representation in a continuous causal chain of repre-
sentations originating in the distal object.

It is argued that the information content of perceptual awareness is that of a contin-
uously-evolving model of the world that is the nervous system's best estimate of the 
current state of the external world, in which “bottom-up”, non-intentional representa-
tion interacts with “top-down”,  intentional states to produce a hierarchical representa-
tion from which both, and their mixed states, are simultaneously accessible.  This esti-
mate is a belief about the state of the world that is justified by continuous testing 
against raw sensory input, and constantly adjusted to a best fit to it, and actively main-
tained by Bayesian control theory principles.

It accounts for and anticipates changes due to our actions in the world by virtue of 
input from the motor system, and it employs epistemic beliefs and knowledge, includ-
ing in particular perceptual belief instantiated in the current state of the model itself, to
constrain the time-evolution of its synthesized model of the world.  This view is exam-
ined in the context of current neurobiological investigations of sensory and perceptual 
processes.

Some implications of this position are examined with respect to concepts in the 
philosophy of perception which appear to bear relation to it. I suggest that this ap-
proach, although not fundamentally at odds with many concepts in philosophy, may 
still offer a more coherent way to view mind-dependent aspects of perception than 
some traditional philosophical positions.
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