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4.	 Out of control: flourishing with carebots 
through embodied design
Anco Peeters

4.1	 MEANINGFUL HUMAN CONTROL: AN INCOMPLETE 
PUZZLE

With the proliferation of artificially intelligent (AI) systems in the public sphere, there is 
a growing need to elucidate the responsibility for the actions of such systems. Consider an 
autonomous car that causes a traffic accident with a pedestrian: who is responsible for the 
harms caused? The person in the car – if indeed there is one? The designer, the manufacturer, 
the pedestrian, the government? Is there a shared responsibility? An emerging approach to 
clarify these matters frames such questions in terms of ‘meaningful human control’ (MHC) 
of AI systems. ‘Meaningful’ in this context is to be taken as a robust type of control that is 
morally grounded. To this end, recent accounts of MHC emphasize the capacity for human 
agents to exert guidance control (Fischer & Ravizza, 1998) in morally laden scenarios: that is, 
the idea that humans ought to be able to align the actions resulting from the interactions with 
AI with their own internal values (Santoni de Sio & Van den Hoven, 2018).

While providing novel and useful answers, such attempts to flesh out MHC remain incom-
plete. In allying the MHC framework with the idea of guidance control, MHC requires the 
human agent to be in a position to, before or after an action, track and reflect on the reasons 
that were relevant for performing that action. But many human actions, even morally relevant 
ones, are automatic and non-reflective. Pressing an agent to explain their actions risks invit-
ing confabulation, which undermines the idealized relation between reasoning and acting. 
Additionally, there remains an open issue of bridging the gap between knowing what is the 
right thing and actually doing that thing (Santoni de Sio & Mecacci, 2021). At the very least, 
this gap implies that MHC accounts relying on guidance control may not cover all scenarios 
where questions of responsibility involving artificial agents arise.

In this chapter, I aim to augment existing approaches to MHC by drawing on the philo-
sophical tradition of virtue ethics. Briefly put, virtue ethicists consider the question: how 
do I live a life worth living? In answering this question, they put particular emphasis on the 
development of an agent’s moral character and positive habits, rather than on generalized 
and abstracted rules and duties (Vallor, 2021). By considering how individuals may morally 
flourish in diverse situations, virtue ethics provides us with a tool to reverse the ethical polarity 
of MHC approaches that would otherwise focus solely on harm minimization. To show how 
a virtue-based lens enriches MHC-debates, I will initially restrict the scope of my account to 
a domain that shows the relevance of contemporary virtues in AI technology: healthcare, and 
more specifically, the role of carebots in the (clinical) care for other humans. My aim here is 
not to provide a fully fleshed-out set of technical specifications for the design of carebots, but 
rather to show how, through examining the design of such robots through the lens of virtuous 
practices, MHC is usefully expanded.
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The development of my virtue ethical augmentation of MHC-accounts unfolds in three 
steps. In Section 4.2, I present recent discussions on the introduction of carebots into health-
care. By examining how caregivers may flourish or wither in caregiving practices, I highlight 
aspects such as character and moral awareness that would otherwise remain neglected in 
current MHC-approaches. I then explain how the virtue ethical perspective identifies reciproc-
ity and empathy as key virtues which are potentially undermined by the introduction of care-
bots in caregiving. This erosion of caregivers’ control over how to flourish in their profession 
is, however, avoidable when we carefully consider carebot design. In Section 4.3, I investigate 
the psychological underpinnings of these virtues and their associated vices, thus providing 
grounds for considering potential positive and supportive interventions. Casting virtue and 
vice as embodied habitual patterns allows for pinpointing the relevant aspects of the behav-
ioural and technological landscape when making carebot design decisions. Section 4.4 is then 
informed by the findings from the preceding sections and proposes design recommendations 
for carebots that take the embodied nature of virtue seriously and support the cultivation of 
reciprocity and empathy. I conclude by articulating what this case study shows for the further 
development of the MHC framework and providing directions that future work on virtue and 
MHC should take.

4.2	 WIDENING CAREGIVERS’ CONTROL OVER RECIPROCITY 
AND EMPATHY

Given the growing costs and use of healthcare in countries worldwide – in particular due 
to rapidly ageing populations – it comes as no surprise that healthcare professionals and 
policy makers are collectively considering or even already implementing robots in care (e.g., 
Bouwhuis, 2016; Tan & Taeihagh, 2021). A paradigmatic example of such a carebot is Paro, 
a fluffy artificial companion that resembles a seal and has seen widespread use in Japan with 
the intention to combat loneliness and anxiety among the elderly (Wada et al., 2010). Besides 
acting as companions, carebots may include robots performing a variety of other functions, 
like assisting with surgery in operating theatres, delivering or dispensing medicines, and 
assisting with physical exercises or tasks.

The adoption of carebots in healthcare is by no means uncontested and a diverse constel-
lation of arguments drive debates on the topic back and forth. In favour, we find arguments 
about the delegation of heavy or repetitive physical tasks to machines well suited for such 
labours, the improvement of operational efficiency with its concomitant potential for cost 
reduction, and the consistent display of (faked) supportive emotions (Na et al., 2023). Against, 
ethicists point out the risks of casting care as a technological problem requiring a technological 
solution, and of deceiving or infantilizing those that are cared for (Sparrow & Sparrow 2006; 
Sharkey & Sharkey, 2010).

At least one application of MHC within debates about robots in healthcare has recently been 
made. Looking at surgical robots for precision medical operations, Ficuciello et al. (2019) 
emphasize the need for clear attributions of responsibility and accountability in relation to the 
increasing autonomy of surgical robots. At stake here is the control of the surgeon over their 
(partially) autonomous operating tool and, to a lesser extent, the control of the patient over 
their bodily integrity and autonomy. ‘Meaningful’ in this context is taken to be about patient 
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health and safety, prompting discussion about at which points in the operation surgeons could 
override the robot – or, potentially, the other way around.

The preceding analysis in the context of surgical robots is, while an important contribution 
to the literature, also somewhat paradigmatic of the sometimes-narrow focus of existing MHC 
approaches. Instead of focusing on overriding control of another agent (human or robot), 
meaningful control can also be understood in terms of enabling or restraining an agent’s 
behavioural patterns, cultivating character and affecting moral awareness in a more dynamic, 
ecological manner over longer time-scales. The philosophical tradition of virtue ethics helps 
highlight precisely these aspects and opens the door to investigating if, and if so, how, flourish 
with carebots is possible.

Virtue ethics is a moral theory that asks: how can we live our life in the best possible way? 
The answer includes that we should strive towards developing ourselves to our full potential, 
by cultivating a virtuous character. A virtue is a disposition to act in the right way depending 
on the particulars of a situation. In this light, social robots have recently been argued to be 
considered as especially ethically significant since their anthropomorphic or animalistic fea-
tures – such as resembling pets or humanoids, playing on people’s emotions, and conversing 
in natural language – are thought to make more of an impact on the cultivation of good or bad 
character traits than other types of artefacts (Cappuccio, Peeters & McDonald, 2020).1

Through its focus on acting morally as a matter of stable dispositions to act, virtue ethics is 
in the right position to widen the scope of existing MHC accounts. First, virtue ethics allows 
us to ask not only what can go wrong in our interactions with artificial agents, but also how 
we may excel in such relations (Peeters & Haselager, 2021). Second, it changes perspective by 
asking moral actors what kind of person they want to be, for example, whether one wants to be 
an empathic caregiver (Vallor, 2011). Third, it enables the consideration of the moral dimen-
sion of human–robot relations in terms of reflexive – and not merely reflective – behaviour 
(e.g., Senft et al., 2019). Unfortunately, virtue ethics is largely under-represented in debates on 
the ethics of carebots (Vandemeulebroucke, 2018).

In one exception to this observation, philosopher of technology Shannon Vallor (2011) 
points out that, while discussions about the introduction of carebots understandably often 
focus on benefits for patient health, ‘by ignoring the positive value of caring practices for 
caregivers, current scholarly reflections on the ethical implications of carebots remain dan-
gerously one-sided’ (p. 254). She advocates for the consideration of the importance of certain 
caregiving practices for the caregiver.

By changing the perspective from care receiver to caregiver, a different kind of question 
arises. What does good care imply for the caregiver? ‘Good’ is here not defined in quantitative 
terms such as curing a certain number of patients, or by positing an abstract value such as 
‘human dignity’. Instead, this involves being able to be there for those in need of care and 
show them they are not alone, while supporting them in their healing process (Tronto, 1993). 
These practices are intrinsically good: being there for those in need is good in and of itself, and 
such interactions give meaning to the kind of work a caregiver does.

In taking this perspective, as Vallor (2011) points out, we may consider how carebots 
could transform caregiving practices and create space for improving healthcare practices by 
taking the aforementioned aspects into account. The focus then shifts from asking: ‘How do 
we prevent harm to patients from carebots?’ to ‘How can carebots best support caregivers as 
someone who is there for others in need?’ In cases of exemplary care, caregivers know how 
to judge who is in need and how to be there for them. In other words, they have cultivated 
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a certain moral attitude towards those in need of care. How can we best think about what 
a moral attitude is and how to cultivate it? In the virtue ethical tradition2 this is cast in terms 
of dispositions to act in a specific way. Exemplary dispositions or virtues are ‘courage’, 
‘empathy’ and ‘prudence’. Less praiseworthy dispositions or vices are ‘cowardice’, ‘narcis-
sism’ and ‘short-sightedness’.

Virtues and vices have a complex relation (e.g., Sparrow 2021), but typically a virtue is 
understood as the appropriate middle between two extremes, or vices. In such cases, one vice 
is a lack of the virtue in question while the other vice is an overflow or overabundance of that 
virtue. Take empathy, for example. A caregiver who constantly forgets the names of patients, 
shows no emotional bond with and otherwise objectifies them, has a lack of empathy. On the 
other hand, a caregiver who is too often overwhelmed by the pain of patients and cannot keep 
a professional distance can be said to have too much empathy. A truly empathic caregiver has 
emotional bonds with those they care for, while maintaining their own emotional integrity. 
This delicate balancing act is deserving of constant reinforcement, guided by moral exemplars 
or mentors who already have attained a certain level of mastery in that particular skill.

Crucially, virtues are taken to be spontaneous, effortless and situation dependent. They are 
habituated through repeated practice and eventually become a part of a person’s character, 
become second nature over time and guide a person’s actions without conscious effort. Being 
virtuous is sometimes likened to being good at sports: continuous practice is important to 
ensure appropriate responses to the dynamically changing situations the world presents us. 
Virtues are said to be situation-dependent because the specific expression of a virtue may 
vary in different contexts. For example, honesty may require speaking the naked truth in one 
situation, but tact and diplomacy in another. The expression of a virtue is context-specific, 
and a virtuous person will adapt their behaviour to each situation in a way that is fitting and 
appropriate.

Determining what exactly is fitting and appropriate requires one to be a situational expert, 
or to be practically wise in contexts that, for example, require balancing honesty and tact. 
Practical wisdom is ‘a form of moral intelligence that enables the skilful, creative, and 
adaptive modulation of moral judgment and habit to novel or rapidly changing contexts and 
circumstances’ (Vallor, 2021, p. 87). A practically wise person knows how to act in the right 
way depending on the particulars of a situation, such as the giving of care, and is therefore 
assumed to understand the relevant moral context.3

It is challenging to determine how to be practically wise about interacting with social robots 
because of the complexity and rapidly evolving nature of these agents. The behaviour of social 
robots, generally being complex agents, is often difficult to predict and comprehending their 
abilities and limitations can be hard for their users, even if they are robot experts (as many 
users will not be).4 In the next section, I will show why a more embodied approach to virtues 
will further elucidate how to be practically wise in our interaction with social robots.

Vallor (2011) emphasizes the virtues of reciprocity and empathy as paradigmatic for the 
domain of healthcare. She takes the virtue of reciprocity as striking the right balance between 
taking from and giving to others. This virtue involves a sensitivity to the needs and perspec-
tives of others, and it requires individuals to be aware of the give-and-take dynamic involved 
in social relationships. By striving for reciprocity, individuals build strong, mutually support-
ive relationships with others. At the same time, this virtue requires individuals to be mindful 
of their own needs and to ensure that they are not being taken advantage of. Pivotally, Vallor 
emphasizes that practising reciprocity teaches us that we may need to be there for others and 
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that, when the need arises, others may be there for us. Thus, the virtue of reciprocity strikes 
a balance between the demands of self-interest and the needs of others, allowing individuals 
to live and interact in a way that strengthens human relations and grounds other virtues such 
as empathy, thus not only supporting the flourishing of the caregiver but also the people she 
interacts with.

Empathy can be understood as the capacity to feel with another human being. It is central to 
the domain of healthcare as it is through the caring for others that we learn to relate to others 
in a way that is neither too close nor too distant. This requires an integration of emotion and 
reason, as a caregiver has to practise how to remain receptive to the needs of others, without 
being overwhelmed by their feelings, for instance, when a painful treatment is required. Vallor 
(2011) identifies empathy somewhat poetically as ‘a quivering flame constantly vulnerable to 
being extinguished by apathy or cynicism, or our natural desire to protect ourselves from suf-
fering’ (p. 259). She thus casts empathy between the associated extremes of not feeling with 
others because we do not care, or because we care too much and shield ourselves from these 
feelings to prevent over-identification.5

The risk that carebots then present, is that they might remove the opportunity for caregivers 
to learn and develop the practice of reciprocity and, especially, empathy. Granted, carebots 
might support caregivers in some straightforward ways, such as when a carebot helps lift 
a patient that a caregiver might otherwise have been unable to do. However, were carebots to 
take a central role in caregiving practices and increase the distance between the care receiv-
ers and the caregiver ‘before we have had sufficient opportunities to cultivate the virtues of 
empathy and reciprocity, among others, the impact upon our moral character, and society, 
could be quite devastating’ (Vallor 2011, p. 260). Connecting this to MHC approaches, 
I propose that ‘meaningful’ control in this context ought to signal the (lack of) capacity for car-
egivers to practice these virtues when carebots are introduced in their professional spaces. The 
challenge then is to consider how the design of carebots might enable rather than undermine 
reciprocity and empathy, and, consequently, caregivers’ moral control over their character, in 
caregiving practices.

4.3	 UNDERSTANDING EMBODIED DIMENSION OF 
RECIPROCITY AND EMPATHY

Developing design recommendations for carebots that support reciprocity and empathy 
requires a better understanding of the behavioural and psychological aspects of said virtues. In 
this section, I develop an account of moral character in human–technology interaction that sees 
the cultivation of virtue as being restrained or enabled by the socio-technical environment an 
agent operates in. These enabling and restraining conditions map onto the typical understand-
ing of virtue as residing between a ‘vice of overabundance’ (e.g., recklessness in the case of 
courage) and a ‘vice of lack’ (e.g., cowardice).

Articulating such an empirical account is a theoretical challenge as, though there is a recent 
interest in virtue within the social sciences, thoroughly integrated and interdisciplinary 
approaches to the psychology of virtue remain lacking (Kristjánsson, 2018). Fortunately, 
some useful building blocks to construct such a bridge have recently been provided by Mark 
Coeckelbergh (2021). He proposes to frame the use and abuse of robots as the practising of 
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habits within a social and cultural context, and draws attention in particular to the embodied 
and situated nature of virtue.

Embodiment is the bridge by which Coeckelbergh connects the ethical concept of virtue 
to the social and cultural environment in which habits unfold. In doing so, he distances 
himself from Vallor (2016), saying she ‘stresses reasons, motivation, and “states” of the 
mind’ (Coeckelbergh, 2021, p. 37). Instead, Coeckelbergh aims for an explanation of virtue 
as arising from habits of implicit embodied knowing-how. A useful example would be the 
knowledge I have of riding a bicycle: this knowledge is hard to transfer through verbal artic-
ulation, but fairly easy to show (if I have a bicycle handy). Somewhat unsatisfying though, 
is his conclusion that more work is needed to better understand how habits, within a social 
environment, are influenced by human–robot interaction. He suggests that we require ‘a phil-
osophical framework that theorizes the social and performative dimension of what we do with 
and to technology’ (p. 37). I agree and argue that such a framework needs to account for the 
regulatory psychological aspects that sets virtue apart from mere behaviour.

The embodied, enactive approach to cognition provides helpful tools along the lines 
suggested by Coeckelbergh. Although providing a full account falls beyond the scope of the 
present chapter, one key element of this approach is that it recognizes the role of the body and 
environment in shaping cognitive processes. In doing so, it reserves a co-constituting role for 
technological artefacts, emotions and social practices in constraining or enabling the ongoing 
formation of virtuous or vicious habits and emphasizes their context-specific and dynamic 
nature (e.g., Di Paolo et al., 2017; Ramírez-Vizcaya & Froese, 2019). By considering how 
individuals’ bodies and brains are shaped by their interactions with their environment, the 
embodied, enactive approach acknowledges that virtues are grounded in active engagement 
of brain, body and environment, rather than solely in abstract neural information-processing 
activity (Thompson, 2007; Hutto, Myin, Peeters & Zahnoun, 2018).6

In cognitive science, the study of conditions that enable or constrain behavioural patterns 
has been best articulated in the respected, yet somewhat niche tradition originating in the 
work of J. J. Gibson (1979). Gibson famously coined the phrase ‘affordance’, with which he 
captured the notion that agents directly perceive opportunities for action through the invariant 
structures that their environment provides them. Importantly, these opportunities for action 
cannot be captured by studying either the environment or the agent, but only emerge from 
a coupled agent–environment system.

A famous example of such an affordance is that of diving gannets: while hunting for fish, 
these seabirds plummet with literal break-neck speed into the water. It is crucial for them to 
retract their wings at precisely the right moment when doing so. Being too fast risks losing 
one’s prey, while being too slow risks breaking one’s bones. A, now classic, study has shown 
that the higher-order variable τ is a better predictor for the moment at which the gannets adjust 
their wings than competing theories that explain the process in terms of computations over 
mental representations (Lee & Reddish, 1981). It turns out that τ is the ratio of the size of 
the oncoming surface on the gannets’ retina and the speed with which this image grows (or 
shrinks). This enables the gannet to have an immediate perception of the moment at which it 
needs to act, that being the moment that the surface of the water fills a certain amount of its 
eye (see also Chemero, 2009, pp. 123–125).

This elegant yet powerful concept of affordance has since found its way in areas outside 
of cognitive sciences, not in the least in technology design as a way of thinking about which 
aspects of a given technology enable (or constrain) actions given the embodiment of its poten-
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Figure 4.1	 Traditional paper flight strips as described by Mackay et al. (1998)
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tial user (see, e.g., Norman, 1988; Peeters, 2021). By extension, it inspires the consideration 
of MHC as being socio-culturally embedded: if technologies afford certain actions in the 
Gibsonian sense, then meaningful control over both the technologies and our (moral) selves 
crucially depends on the environmental elements that co-constitute, for example, human–robot 
relations.

To illustrate the crucial importance of the embodied and embedded dimensions of our inter-
actions with artefacts, consider an exemplary case from the late 1990s. In a striking study, 
Mackay, Fayard, Probert and Médini (1998) investigated the introduction of new electronic 
air-strips at a Parisian air traffic control station. The traditional paper-based system (Figure 
4.1) was being replaced with a sophisticated computer-based one, but traffic controllers 
resisted the change. As Michael Wheeler (2010) notes, ‘one is inclined to focus, naturally 
enough, on the information carried by these strips. But this is not the only contribution of the 
strips’ (p. 33). Crucially, the paper strips contributed more than mere alphanumeric infor-
mation: their physicality and the space in which they were used enabled them to be held as 
a reminder, placed at an angle to signal potential collisions, and used for signalling colleagues 
through body language. The particular physical aspects of the strips enabled kinds of inter-
action that could not be captured by the electronic strips that merely translated the written, 

Anco Peeters - 9781802204131
Downloaded from https://www.elgaronline.com/ at 11/21/2024 09:53:19AM

via communal account



Out of control: flourishing with carebots through embodied design  45

symbolic information. Thus, this study shows the importance of considering the affordances 
and other non-information-related uses of tools in technology design and implementation.

What does this imply for our present investigation of reciprocity and empathy of caregivers 
in the context of carebots? First, it forces us to take into account how reciprocity and empathy 
are either constrained or enabled by our embodied and embedded interactions with the poten-
tial physical design of such carebots. As mentioned, virtues are typically seen as an ideal mean 
between two extremes or vices (Vallor, 2021). Those vices are defined by either signalling 
a lack of virtue or an overabundance of virtue. For example, in the case of courage, having 
a lack of courage entails being cowardly, while having an overabundance of courage implies 
being reckless.

I propose that the way vices are traditionally understood in terms of lack or overabun-
dance maps on to how certain behaviours can be restrained or enabled by environmental 
conditions. Proceeding with the illustration of courage, Joshua Skorburg (2019) describes 
how augmented-reality smart glasses could enable soldiers and police officers to make more 
accurate threat assessments in the field (e.g., by showing potential hidden weapons), arguing 
that their ‘cognitive and affective processing’ (p. 2343) would be transformed. Enforcers 
who will use these devices for an extended period of time will integrate them into their innate 
cognitive system and are thus potentially enabled to become more practically wise in dealing 
with danger and act more courageously. At the same time, overly relying on such devices risks 
becoming reckless by cultivating an overabundance of courage.

Second, it acknowledges that virtue, and by extension moral character, is co-constituted by 
the environment that an actor operates in, which includes the technological devices therein 
(Alfano & Skorburg, 2017). Provocatively put: this implies that meaningful control over the 
cultivation of one’s moral character and awareness therefore inherently lies partly beyond our 
immediate control. Realizing these limitations could provide a healthy ‘check’ on how much 
in control we should consider ourselves to be and how much responsibility we can shoulder 
as individuals.

In Tables 4.1 and 4.2, I list a number of potential constraining and enabling conditions that 
illustrate how empathy and reciprocity in care might be shaped (see Marck, 1990; Neufeld 
& Harrison, 1995; Mercer & Reynolds, 2002). Naturally, these deserve further investigation, 
but for present purposes they provide enough of a handle to inform the next section for 
a proof-in-concept. Thus, in the following section, I consider how these constraining and 
enabling conditions on empathy and reciprocity inform design recommendations for carebots.

4.4	 BUILDING BLOCKS FOR VIRTUOUS CAREBOT DESIGN

This section aims to shows how an embodied approach to reciprocity and empathy in caregiv-
ing practices usefully informs carebot design recommendations. Keeping in mind the general 
structure of virtues, these tentative recommendations aim to either steer caregivers away 
from a lack of reciprocity (or empathy), or away from an overabundance of reciprocity (or 
empathy). Thus, they create space for caregivers to meaningfully engage with the cultivation 
of these virtues. This proposal is not intended to stand on its own, but rather as informing 
a democratic and ethical design process (Verbeek, 2011; van Wynsberghe & Robbins, 2014). 
Ideally, that involves a diverse range of stakeholders including, but not limited to ethicists, 
policy makers, caregivers and, particularly, patients.
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Table 4.1	 Reciprocity

Factors leading to a lack of reciprocity Factors leading to an overabundance of reciprocity
Physical exhaustion: Caregivers who are overworked and 
exhausted may find it difficult to provide the same level of care 
as they did previously. They may also feel physically limited and 
be unable to perform certain caregiving tasks.

Lack of self-care: Caregivers who neglect their own needs 
and well-being may become overly focused on caregiving and 
prioritize it over everything else.

Emotional burnout: Caregivers who are constantly giving and 
not receiving enough support in return may experience emotional 
burnout. This can lead to feelings of hopelessness, helplessness 
and apathy.

Emotional overextension: Caregivers may feel a strong emotional 
connection to the people they care for and feel compelled to 
always go above and beyond in their care.

Conflict with other responsibilities: Caregivers who have 
multiple responsibilities, such as work and family, may struggle 
to balance their caregiving duties with other commitments. 
This can lead to reduced time and energy for caregiving and 
a decrease in the quality of care provided.

Role confusion: Caregivers may not have a clear understanding 
of their role and responsibilities, leading them to overcompensate 
in their care.

Financial stress: Caregivers who are struggling financially may 
find it difficult to meet the demands of caregiving, especially if 
the person they are caring for has significant health needs. They 
may also feel constrained by the financial costs of caregiving.

Fear of rejection or loss: Caregivers may feel a strong need to 
be accepted and appreciated, which could drive them to always 
prioritize the needs of others over their own.

Social isolation: Caregivers who lack support from family, 
friends, and community may feel isolated and alone in their 
caregiving duties. This can lead to feelings of hopelessness and 
decreased motivation to continue caregiving.

Cultural or social pressure: Caregivers may feel pressure from 
society or their community to always be selfless and put others 
first, even if it means over-extending themselves.

Table 4.2	 Empathy

Factors leading to a lack of empathy Factors leading to an overabundance of empathy
Cognitive overload or burnout: Caregivers may feel 
overwhelmed or exhausted from the constant demands of 
caregiving, leading them to become detached and unresponsive 
to the emotions and needs of others.

Emotional burnout: Caregivers who are already emotionally 
exhausted may become more susceptible to over-identification, 
as their own emotions become more entangled with those of 
others.

Emotional numbing: Caregivers who have experienced trauma 
or have dealt with challenging circumstances for an extended 
period of time may develop a defence mechanism of emotional 
numbing, making it difficult for them to feel empathy for others.

Emotional sensitivity: Individuals who are highly sensitive to 
emotions may become overwhelmed by the emotions of others, 
leading them to become overly invested in their experiences.

Personal biases or prejudices: Caregivers may have unconscious 
biases or prejudices that affect their ability to empathize with 
certain individuals or groups.

Social and cultural norms: Caregivers may be expected by their 
community or society to show a high degree of empathy, which 
could drive them towards over-identification.

Lack of emotional regulation: Caregivers who struggle with 
managing their own emotions may find it difficult to connect 
with and understand the emotions of others.

Lack of boundaries: Caregivers who have poor boundaries may 
struggle to separate their own experiences from those of others, 
leading to over-identification.

Limited perspective or life experience: Caregivers who have 
limited life experiences or a narrow worldview may struggle to 
understand or relate to the experiences and emotions of others.

Personal experience: If a caregiver has experienced similar 
emotions or situations to the person they are caring for, they 
may be more likely to become overly identified with their 
experiences.

46  Research handbook on meaningful human control of artificial intelligence systems

In what follows, I dovetail two recent developments in technology design theory. First, I draw 
on a recent proposal for ethical design approaches that place virtue centre stage (Reijers & 
Gordijn, 2019).7 Second, I apply insights from the embodied design approach as recently 
articulated by Christopher Baber (2021). His departure from ‘task ecologies’ and its grounding 
in embodied cognition and design practice fits well with the environment-involving direction 
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I previously articulated. Though these lines of thought have different points of departure, 
originating in either ethics or embodied cognition, they are converging on similar ideas. These 
approaches have not yet explicitly engaged with each other; an omission I seek to rectify.

Mirroring my preceding analysis, Virtuous Practice Design, or VPD, proceeds from the 
identification of relevant practices and virtues in the design of new technologies. This is 
done by including the larger social and cultural niche that a technology might become part 
of. Pivotally, Wessel Reijers and Bert Gordijn (2019) advance VPD as widening the scope 
of technology design to go beyond technical specifications and include prescriptions for the 
technical practices that a particular technology will be embedded in. In doing so, Reijers and 
Gordijn highlight that not only the specific use of the technology deserves consideration, but 
also how this practice is educated and regulated. Therefore, in articulating design recommen-
dations for carebots the impact on caregiving practices and how they are taught and instituted, 
requires attention (see also Bedaf et al., 2016).

In Embodying Design (2021), Baber capitalizes on Gibson’s ecological approach by con-
sidering the design of technologies, not on their own, but as moving parts of larger systems. 
Accordingly, he takes affordances not as properties of artefacts, but as emerging from the 
ongoing dynamics of a human–artefact–environment system. Baber identifies three constraints 
that drive these dynamics (p. 48). First, the organism or agent defines the shape and size of the 
body that is engagement with the task. Second, the task provides (or sometimes enforces) the 
socio-cultural norms that presents some action outcomes as more desirable than others (e.g., 
Brancazio, 2019). Third is the physical environment, defined in terms of how bodies act in 
relation to the laws of physics.

To illustrate, consider the action landscape of a playground as seen through the eyes of an 
adult and a three-year old. A small slide might afford the child a brief thrilling experience. 
The same slide might not afford the adult the same thrill, either by the restrictive size of the 
construction or through the norms that restrict the adult in a more subtle way. Such norms 
can restrict in more than one sense. Perhaps the adult does not consider it proper to go down 
a toddler-sized slide (a shame for sure). Or, more insidiously, they do not even conceive of the 
very possibility (even more of a shame). It is precisely at this point, when examining the role 
of socio-cultural norms, that VPD complements Baber’s theoretical framework. VPD helps 
capture the relevant norms in terms of the practices and virtues that are deemed relevant in 
a given context, such as empathy and reciprocity for caregiving.

Conjuring up a poetic image, Baber (2021) argues that the task of the designer who takes 
embodiment seriously, is to engage in ‘seamful design’ (p. 86). That is, to identify what seams 
appear in the human–artefact–environment system when articulating different scenarios that 
enable different types of affordances. These scenarios can be varied by considering variations 
in the three main constraints, for example, by considering agents with different body sizes, 
under different socio-cultural norms in different physical spaces.

With the building blocks provided by an embodied approach to virtuous design, we can now 
turn to formulating a number of design recommendations. By nature of the iterative process 
outlined above, these recommendations remain, for now, tentative, awaiting prototyping and 
empirical testing in supervised scenarios. They serve both as a launchpad for further research 
and as a proof-of-concept for expanding our thinking about MHC.

Let us start by looking at reciprocity and the context in which it is practised and educated. 
I earlier identified emotional burnout or overextension as factors for, respectively, leading to 
a lack or overabundance of reciprocity. As a care receiver’s physical and mental health lies at 
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the core of caregiving practice, fastidious or overworked caregivers run the risk of neglecting 
their own health. One potential recommendation might therefore be to have carebots not only 
monitor a patient’s health, but also the physical and emotional health of caregivers. A carebot 
could for instance present caregivers with questions for reflection, to check whether emotional 
burnout or overextension is rising, and advise on potential avenues for avoiding further devel-
opment of such issues.

Offering a regularly returning mental mirror to caregivers provides the added benefit of 
raising awareness of the risks associated with a lack or overflow of reciprocity. This in turn 
supports check-ins amongst (human) colleagues as well. For example, in contexts where there 
is a shortage of caregivers, those that are on the job could feel compelled to go above and 
beyond in their care, neglecting their own needs. Through reminding caregivers of this risk, 
carebots push back against perceived socio-cultural norms that might otherwise impede the 
cultivation of reciprocity and create space for affordances that were previously not perceived 
because of work pressure.

Another interplay of affordances and norms can be considered in the context of empathy. 
In some cases, a religious denomination or a past traumatic experience inclines a care receiver 
to refuse physical care from persons of a specific gender. However, it might not always be 
possible to accommodate said preference. Resulting conflicts between the care receiver and 
the caregiver on call potential further personal biases or prejudice in the latter. This factor puts 
pressure on the practice of empathy. When a carebot enables the affordance of, for example, 
assistance with a bath with maintaining the care receiver’s privacy, the opportunities for the 
caregiver to cultivate empathy remain as communication stays open.

These are but a few considerations for supporting reciprocity and empathy. Other affor-
dances are available, for example, when carebots provide medical information so as to advise 
the caregiver in emergency cases. Yet, these design possibilities can only support virtuous care 
if there is institutional support for them, and necessary conditions that ensure, for instance, 
patient privacy or caregiver job security are addressed. Once more this goes on to show that 
meaningful interactions with autonomous agents like carebots, depends heavily on the prac-
tices and spaces that they are embedded in.

4.5	 CONCLUSION

This chapter considered how MHC can be understood, not only in terms of oversight and 
conscious deliberation, but also in terms of creating space for agents to flourish. Agents, such 
as caregivers, who are provided this space thus receive more control over their own moral 
development. In charting the behavioural landscape of the virtues of reciprocity and empathy 
in caregiving practice, I showed how virtue ethics can help MHC widen its scope to address 
this issue. By considering the factors that can enable or constrain these virtues in caregivers, 
I made tentative design recommendations for carebots aimed at supporting the cultivation of 
reciprocity and empathy in the context of caregiving.

While the virtue approach offers a useful framework for understanding the behavioural 
dynamics of caregiving, it is important to acknowledge its limitations within the context of 
carebot design. For example, the automatic and situated nature of ethical virtues might raise 
some fundamental questions about the extent to which these virtues can be intentionally 
cultivated through design. Moreover, the context-specificity of ethical behaviour means that 
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carebots will need to be adaptable to the unique needs and requirements of each caregiving 
scenario.

Despite these limitations, the proposed design recommendations for carebots are an impor-
tant step forward in the development of the MHC framework. By considering the behavioural 
dynamics of reciprocity and empathy in the caregiving context, these recommendations 
provide valuable insights into how carebots can be designed to support the flourishing of car-
egivers without taking away from them what is crucial to the practice of care. Future research 
in this area could focus on several key areas. Firstly, by examining the potential long-term 
effects of carebot usage on the emotional, social and psychological well-being of both caregiv-
ers and care recipients. Secondly, by studying the ways in which the design recommendations 
can be implemented. This could involve the use of such carebots in supervised, pilot settings 
to study their impact in a controlled setting and integrate user feedback.

NOTES

1.	 For an excellent recent introduction that contrasts virtue ethics with other ethical theories, such as 
consequentialism or deontology, in relation to emerging technologies, see Vallor (2021).

2.	 Specifically on agent-based accounts, see Hursthouse and Pettigrove (2022).
3.	 For an examination of practical wisdom with in-depth examples in a variety of contemporary soci-

etal domains, I recommend Schwartz and Sharpe (2010).
4.	 For this reason, Robert Sparrow (2021) argues that we can only be vicious towards social robots, 

and not virtuous, as being virtuous implies having the relevant practical knowledge. A virtuous 
person, being practically wise, in their interaction with social robots would realize that such robots 
cannot be the proper recipient of virtues like empathy, as robots have no inner emotional or con-
scious life. A person being vicious towards a robot dog faces no such requirement. I have previously 
disagreed with this line of reasoning (Peeters, 2019, Ch. 4).

5.	 Elsewhere, I proposed a kindred conception of empathy in the context of romantic relations with 
social robots as lying between being self-obsessed and being ‘other’-obsessed (Peeters & Haselager, 
2021).

6.	 This aligns with emerging work in related approaches to embodied cognition (e.g., Alfano, 2014; 
Skorburg, 2019).

7.	 Existing approaches to ethics in design seek to develop new technologies as supporting a value or 
group of values (Friedman & Kahn, 2003). Recent work has seen focus on translating values into 
design requirements through a pyramid-style model of translation layers, from abstract values, to 
norms and to concrete requirements (van de Poel, 2013). While providing useful directions, this 
Value-Sensitive Design approach does not quite align with the virtue ethical perspective we took in 
the preceding, focusing more on the design of a technology rather than on how it impacts a stake-
holder’s moral character. This makes the competing Virtuous Practice Design approach a better fit 
for present purposes (Reijers & Gordijn, 2019).
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