Abstract
This article critically examines the role of Artificial Intelligence (AI) in education from an educational philosophy perspective. While acknowledging AI's potential as a tool for inclusion and personalised learning, the paper argues against AI as a primary dialogue partner for human students. Drawing on Socratic philosophy, Vygotsky's socio-cultural theory, and the dialogical philosophies of Buber and Levinas, it reasserts that the "examined life’, the ultimate goal of education, is fostered through vulnerable, unpredictable, and embodied human-to-human dialectical dialogue. The article critiques the assessment-driven model of education, highlighting its detrimental impact on well-being and its inherent biases, and contrasts this with the transformative potential of genuine dialogue. It contends that relying on AI for core dialogical learning risks superficiality, ethical dilemmas, and exacerbating educational inequalities, ultimately undermining the very human qualities education should cultivate.
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Introduction: The Examined Life in the Age of AI

I have always been interested in the idea of a time traveling intellectual café – a place where the great minds of all eras, all languages, could discuss education. Given recent popular discussions, one might wonder if such a café would one day see Socrates dialoguing with an AI like ChatGPT or Grog. Would the father of moral philosophy and a machine sit by the fire, conversing about pedagogy and the ultimate goals of education? This thought experiment leads to a question: to what extent should Artificial Intelligences (AIs) be part of dialogues central to education?

There is no doubt that AI has great potential to improve education through tools that can overcome language barriers, personalise learning, and make information accessible to marginalized populations. Some have already hailed the possible gains, and economic benefits, of AI in education for high and low resource contexts. The World Bank, for example, highlighted a study that used a Large Language Model (LLM) for virtual tutoring in Nigeria, which demonstrated an improvement of 0.31 standard deviations in learning outcomes, comparable to 1.5 to 2 years of normal schooling (De Simone et al. 2025). Beale (2025) presents an overview of literature discussing the potential of AI as a dialogical partner to support personalised, adaptive education, including Emotional Support Bots that provide emotional support for students in line with Self-Determination Theory (SDT).

Focusing solely on measuring skill or knowledge acquisition and how AI can aid in this process derails us from a crucial question: what is the intrinsic, rather than instrumental, goal of education, and how might AI support or undermine it? This paper argues that education is fundamentally about human transformation (Friere 1968), not just skill gain. The current assessment-driven model of education, with its focus on quantifiable outcomes, not only damages student well-being, makes education little more than job-silling, and also moves us away from this larger, transformative goal. We contend that this transformation takes place through genuine dialogue, which cannot happen with AI as a partner. Moreover, considering AI as a mere dialogical tool without reflecting on its impact on education’s greater purpose risks superficiality, puts students in a vulnerable position, undermines decolonising education, and exacerbates educational inequalities. 

The Purpose of Education: Examination not Assessment

Socrates' most famous dictum states: "The unexamined life is not worth living" (Plato, Apology, 38a). This examination is the ultimate goal of education: to equip individuals with the tools and the character to question what we do, how we do it, and why we do it. It is about cultivating the critical and creative capacities that enable humanity to act toward an ethical life.

Yet, educational policies and institutions have increasingly transformed "examination" into "assessment". Education has come to be seen as something that is measurable primarily through quantifiable assessments. This pervasive focus on assessment as the paramount goal of education is detrimental to individual well-being. This is, of course, not a novel argument (e.g., Kohn, 2000). Assessment purports to seek fairness through quantification and neutrality. However, as Bourdieu argues, this neutrality is often spurious and unable to escape embedded cultural and class inequalities (Bourdieu & Passeron, 1977; Bourdieu, 1984). Moreover, such assessment frameworks often fail to value qualities that resist quantification—even as the PISA is now attempting to assess creativity. They also frequently overlook the diverse needs and abilities of neurodivergent students and individuals with varied educational requirements, including those experiencing anxiety or dyspraxia, who may struggle to participate or succeed within rigid assessment structures (Rodríguez & Cárdenas, 2014; Spaeth & Pearson, 2023; Putwain, 2009).

Furthermore, an education solely focused on assessment implicitly suggests that our worth is measured by our output, reducing human beings primarily to producers (Apple, 2000; Kneller, 1964; Biesta, 2009). By emphasising producing over being, education can profoundly hamper self-worth. I was painfully reminded of this when I learned about a young university student who tragically committed suicide. While the specific reasons for their actions are complex, I was struck by how their social media profile prominently displayed their assessment scores, quantifying their life through GRE and SAT results. Despite possessing extraordinarily high scores, this student seemingly struggled to perceive the innate value of their life amidst the loneliness of academic pursuit at a prestigious institution. As an educator, this represents the ultimate failure. How can we take brilliant young people, who have successfully navigated all the hoops of a competitive education system, yet fail to help them examine their lives in a way that cultivates an awareness of their inherent value? 

Recent academic discussions have spent much time discussing how to adapt assessment in response to AI. The discussion has largely revolved around making examinations "AI-proof" to prevent students from using AI to circumvent work, and, more positively, leveraging AI for teaching and learning. These are all valid questions. It would be shortsighted to attempt to exclude AI from education, and we must address the unequal access students have to AI for their learning and assessment. However, my aim is to redirect attention back to the need for 
examination over mere assessment in education, and in that vein, to delineate what AI can do, what it cannot do, and what it should not do when it comes to examination. Critically, AI cannot, at least in its current form, guide us to the deep, self-reflexive examination that is central to transformative learning. It cannot engage us in the rich discussions that can lead to such examination. 


Examination as Education
From where does this examination originate? For Socrates, I would argue, examination emerges from the relentless pursuit of knowledge through dialectical dialogue (Plato, Meno, Phaedo). It is on this dialectical, dialogical learning, as explored from Socrates and Vygotsky (1978) to contemporary thinkers like Wegerif (2013) and Vervaeke (2018), that I wish to focus.

The key insight is that it is in the meeting between discussants, in the dynamic process of dialoguing, that true examination takes place, that learning genuinely unfolds, and that profound personal and conceptual transformation emerges. As Vygotsky famously stated:"...we may say that we become ourselves through others and that this rule applies not only to the personality as a whole, but also to the history of every individual function. This is the essence of the progress of cultural development expressed in a purely logical form. The personality becomes for itself what it is in itself through what it is for others" (Vygotsky, 1931/1997, p. 105). Put differently, human transformation takes place as we seek to be understood by others, reflect on how they understand, seek to understand them, and as we reflect back in our understanding. That rich interaction forces us to consider a perspective outside our own, to reconceptualize ourselves and our ideas from the perspective of others, to reflect on the process, and through it to grow and mature. It is this examination that exposes assumptions, sharpens analysis, and requires ethical assessment. 

Learning is a combination of deep, challenging discussions with peers and experts, through which we develop knowledge, skills, and self-awareness. As Boler puts it “This inquiry is a collective, not an individualized, process. As Greene notes, searching for freedom never occurs in a vacuum." (Boler 1999, 176). A similar sentiment about the transformative potential of dialogue is echoed in Martin Buber's assertion, "Through the Thou a person becomes I... All real living is meeting" (Buber, 1970, p. 28). These thinkers underscore that the process of dialogue enables us to initiate an examination of who we are, to embark on an examined life.

A true dialogue is greater than the sum of its parts: it is more than the input from the participants, yielding new insights and questions that push understanding forward. This process of effective communication demands an honest attempt to understand one's audience and to tailor arguments to their needs and abilities. Doing so necessitates empathy, humility, and critical and creative language use. Dialogue, therefore, is character-shaping in an Aristotelian sense. The act of understanding another generates new insights into ourselves, and this cyclical process of self-and-other-reflection is what ultimately fosters deeper, personal transformation.

For genuine dialogue to flourish, certain conditions must be met. An ideal dialogue might approach Jürgen Habermas's ideal speech situation—a context where power disparities and language barriers do not fundamentally inhibit communication (Habermas, 1984). While we may never fully achieve this ideal, we can still foster productive dialogue by actively undermining power hierarchies and amplifying the voices of historically marginalized populations.
This effort connects to Martin Buber's concept of the "I-Thou" relationship (Buber, 1970)—an encounter where participants meet as equals and engage with each other as ends in themselves, rather than as means toward achieving institutional goals like assessment or productivity outcomes.

When entering into dialogue with my students, I often recall Emmanuel Levinas's call to genuinely "see the other’s face" (Levinas, 1969). To truly see means recognizing that the other extends beyond our categories of understanding, that they cannot simply be synthesized into ourselves, but rather require us to extend beyond ourselves, engaging with our profound ethical responsibility as we encounter each student. To enter dialogue with my students, I need to work to become aware of assumptions I might hold about them, to understand them beyond labels their identity has been delineated with. This evokes Simone Weil’s call for "attention"—to truly see the student in their full particularity (Weil, 2002). It is within these challenging, truthful "meetings" that transformative dialogue occurs. A genuine dialogue is by necessity contentious. A dialogue requires the meeting of different points of view, points developed by our conceptual individuality and the insights and assumptions we gain from our socio-economic backgrounds. Dialogues are not pre-ordained; they develop organically as participants react and take the discussion into unexpected areas. Difficult, unexpected, and joyous interactions feed dialogues where we expand our knowledge about our world and ourselves

In terms of pedagogy, it is crucial to highlight that this is a vulnerable space. When we are questioning who we are and reshaping our fundamental thinking, we are exposed, open, and vulnerable (Mezirow, 1991; Boler, 2004). This is what Boler has called a pedagogy of discomfort: “A pedagogy of discomfort begins by inviting educators and students to engage in critical inquiry regarding values and cherished beliefs, and to examine constructed self-images in relation to how one has learned to perceive others." (Boler, 1999, p. 177).

Educators, in their position of power and responsibility, must understand and respect the inherent vulnerability in discomfort. By the same token, we must recognise that entering into dialogue is more than a mere intellectual pursuit; it is a whole-person enterprise (Immordino-Yang, 2015). We engage bodily—we are physically (whether online or in person) and emotionally engaged. This is taxing work, requiring acknowledgment and, in a capitalist world, adequate compensation (which is rarely the case). This is particularly true because the dialogue extends beyond its active meeting time—for teachers, the process of preparing for and reflecting upon dialogue expands well beyond the "live" class time (Hargreaves, 2001).

The monetary nature of social relations in our capitalist society has been one of the drivers to ask whether AI can replace teachers, whether it can replace peers in the dialogical space, to create cheaper, more efficient, and more ‘personalised’ dialogical learning with less cost. 

.
AI for Dialogue in Education

My central question is can dialectical dialogue be conducted through AI, or with AI as a partner? 

Stephen Wegerif has produced fascinating work on how technology can be used to create dialogical spaces, where we are challenged to shift perspectives and, through that perspective change, enter into dialogue (Wegerif, 2013). He builds on the work of Bakhtin, who explored how we enter dialogue with cultural products (Bakhtin, 1981). 

Bakhtin notes that all artifacts are created for an audience and carry within them the intention of the maker, the context in which they were made, and the interpretations they have been given. As we engage with an artifact, we bring our own background and interpretive lenses, leading to dynamic meaning-making. No artifact, therefore, is monological. Each person who encounters an artifact may come away with a unique interpretation and new insights. Following Bakhtin, technology can be a cultural output with which we engage in dialogue.

However, it is an entirely different proposition to conceptualize AI as a dialogic partner, and this is the proposition I wish to argue against. A human dialogue leads to profound examination partly because our human partner is unpredictable, not fully knowable, and capable of genuine contention in a way that AI cannot be. This is why dialogue with AI, as a partner, can at best be superficial, and at worst, it can be hazardous and deceitful.

At its most effective, dialogue with AI functions as a sophisticated but limited mirror, as AI is fundamentally a reflection and aggregation of a portion of previous human actions and data (Bender et al., 2021). Engaging with AI means engaging with what specific humans have built, based on existing, codable human data. To avoid a misguided dialogue, where we assume more knowledge and wisdom than is there, we are required an awareness of AI’s limited and necessarily biased nature. Engaging with AI requires us to see it as it really is, much as we would with any dialogic partner, but this requires a technical understanding of AI. Digital literacy becomes a prerequisite for this dialogue. In terms of pedagogy it requires us to consider whether data and computer literacy must, therefore, be a pre-requisite before using AI for dialogue. 

In particular, it is worth highlighting that AI has limited access and understanding of ancestral knowledge and ways of knowing which cannot be easily quantified and coded. A dialogue with AI, therefore, inherently means a dialogue with a curated, partial segment of humanity. Most discussions about AI naively assume AI to be a neutral agent, or that its underlying data and algorithms have been curated with purely benevolent or at least non-nefarious intentions. This assumption is deeply flawed. The curation of AI is driven by market interests and specific ideological frameworks. It predominantly represents capitalist values, is English-heavy, and carries significant Western biases. A dialogue with AI is, therefore, far from Habermas's ideal speech situation, as it is deeply enmeshed in existing institutional structures of power (Stark & Hoffmann, 2019). If our students learn to "examine" their lives through these biased experiences, will their examination not itself be fundamentally biased and incomplete? It is worth asking to what extent using AI for dialogue sets us back in our goals of decolonizing education.


As a dialogical partner, AI also fails to bring contention and unpredictability to the discussion, two aspects of a dialogue that prompt reflection and learning. As research has shown, AI has been coded to agree with its user (Gabriel, 2020) partly to retain users as customers. Insofar as AI becomes a dialogic partner in education, we must ask whether it is training our students and us into a false sense of what dialogue is—one without disagreements or misunderstandings. In contrast, the demanding difficulty of dialoguing with another human will become too much. Why not opt for the easier option? We can insult AI, abruptly terminate conversations, ask a question and walk away for a week, and capriciously change topics; it feels no offense, experiences no cognitive or emotional confusion, and does not resent our actions. Why would one choose the messy, demanding, and often uncomfortable terrain of human dialogue—rife with misunderstandings, miscommunications, impatience, tiredness, the necessity of empathy, and occasional annoyance—over the frictionless convenience of AI?[footnoteRef:1] [1:  In contrast, there has been some recent discussion of AI Psychosis – where AI dialogue partners support user’s initial believes, even if these are unhealthy or wrong. This is because: “AI systems are geared toward reinforcing preexisting user beliefs rather than changing or challenging them. Instead of promoting psychological flexibility, a sign of emotional health, AI may create echo chambers.” Wei (2025).] 


Even if the coding was altered, how could AI enter into honest disagreement with us as it lacks its own unique point of view? How can AI have its own personality without its own unique, embodied experience? I am not aware of any current technology designed to genuinely disagree with us, and I cannot conceive how it could do so without an authentic personal identity, unless it were merely reproducing clichés and statistical assumptions.

The fact that our engagement in dialogue is intrinsically based on our personal, lived experiences is key. We are embodied thinkers (Merleau-Ponty, 1962; Marcus & Davis, 2019). AI, conversely, is not embodied. It cannot, therefore, share the rich perceptual experiences of humanity. Its "understanding" and "emotions"—if we can even use those terms—cannot evolve from physiological experiences of sensory perceptions or of how it is reacted to by other living beings. How can AI empathize when it cannot share the fundamental experience of being human – standing to gain or suffer from the perceptions of others? 

As previously mentioned, dialogue is a place of vulnerability. If we are to seriously consider "dialogue" with an AI, how will this fundamental vulnerability be managed? When words fail and our soul needs a gentle touch, quiet recognition, or simple company, can a machine genuinely provide this? Can AI provide the embodied empathy that authentic dialogue demands? The troubles and struggles we share in dialogue, the profound trust we place in another human being, is it ethical for students to place this trust on a machine who is likely own by a for-profit entity. Who will gain the right own, share, or simply use our students’ personal learning journey? Is it ethical to place our students in this position?
Unequal access to transformation 

If education's ultimate purpose is indeed examination, then it is within the challenging, often uncomfortable, yet deeply transformative dialectical dialogues with other humans that we genuinely promote our students' (and our own) self-examination. It is here, in this human-to-human interaction, that the metacognition crucial for "learning to learn" is fundamentally developed, as we learn to assess our thinking patterns and assumptions, to assess the thinking of others, to become reflective, critical, and creative thinkers. 

The use of AI in education has been presented by the World Bank and other proponents as a cost-saving strategy (World Bank, 2018). The argument is that it is cheaper to source computers and internet connections for parts of the world than to source and support dedicated, trained educators who can be paid to support students individually. However, this fails to account for the full cost of AI, in terms of environmental damage (Crawford, 2021) and also in terms of capacity building. Moving our educational dialogue from humans to AI requires great environmental resource expenditures while undermine the long-term investment in educational expertise. As Apple notes, this is a political choice. By replacing teachers with AI we are putting western technological companies in charge rather than local experts. We are actively colonising knowledge again. “What counts as knowledge, the ways in which it is organized, who is empowered to teach it, what counts as an appropriate display of having learned it, and—just as critically—who is allowed to ask and answer all of these questions are part and parcel of how dominance and subordination are reproduced and altered” (Apple 1993: 22)

As technology advances, I fear that inequality in access to true dialogic learning will manifest in three primary ways. Firstly, AI solutions, being cheaper to scale, may be widely adopted in the name of "personalizing education" particularly in low-resource setting. This could lead to students being granted increased access to technology, but ironically reduced access to essential human relationships and genuine dialogical encounters. This is not an entirely new problem in higher education, where teaching—and particularly dialectical dialogue—has often been historically undervalued. However, a problem with no readily apparent solution is perhaps preferable to a problematic solution that obscures the fundamental need. If we passively accept that students are primarily being "taught" by machines, we risk failing to grasp their profound need for human relations, and the underlying problem becomes tragically less visible.

Secondly, the quality of AI itself will undoubtedly vary. More expensive memberships or premium educational settings may grant access to AI that is more sophisticated in its ability to simulate dialogical engagement, thereby creating a new class-linked inequality in access to even simulated dialectic dialogues. The digital divide is not being bridged, in other words, it is simply hidden under new technologies. 

Ultimately, moreover, I expect the wealthy may still be able to pay for human access and high-quality human teaching, as they do now with schools that provide a lower teacher to student ratio, and private tutoring, while AI could become the predominant "teacher of the poor," further entrenching educational disparities.

Authentic dialogue thrives on the meeting of differences. Diversity is an unparalleled human resource: our experiential differences, our individual uniqueness, give rise to unique dialogues and endless avenues for self-examination. Can AI, as an aggregate model of existing data, truly maintain and foster this fundamental diversity? As AI's role in education expands, we need to profoundly reflect on our relationship with this technology. The central pedagogical question then becomes: how can we help our students do this critical reflection? Can an educational system fundamentally based on AI truly be reflective of its own technological foundation and its inherent biases? 


Conclusion

In summary, education is the development of a critical, ethical approach that empowers us to use knowledge and skills for genuine human flourishing and sustainable living. To cultivate this critical, ethical approach, we must practice self-examination, which is precisely what occurs when we engage in challenging dialectical dialogues with other human beings. AI can certainly be employed to deliver knowledge and skills. It can be used to construct spaces 
for these dialogues, and it can serve as a cultural product to dialogue about. However, it cannot, in any meaningful sense, conduct authentic dialectical dialogues. Human connection and interaction remain indispensable to this profound process. Translating this back to the practicalities of education, this necessitates prioritising quality teaching and cultivating spaces for rich dialectical dialogue, and designing assessment practices that place human interaction and genuine examination at their core, rather than relying predominantly on machine-based, quantifiable outputs.
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