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1. Introduction

0438 This chapter is devoted to generalities concerning groupoids in algebraic spaces.
We recommend reading the beautiful paper [KM97] by Keel and Mori.

This is a chapter of the Stacks Project, version a2a93ede, compiled on Sep 28, 2025.
1
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A lot of what we say here is a repeat of what we said in the chapter on groupoid
schemes, see Groupoids, Section 1. The discussion of quotient stacks is new here.

2. Conventions

0439 The standing assumption is that all schemes are contained in a big fppf site Schfppf .
And all rings A considered have the property that Spec(A) is (isomorphic) to an
object of this big site.

Let S be a scheme and let X be an algebraic space over S. In this chapter and the
following we will write X ×S X for the product of X with itself (in the category of
algebraic spaces over S), instead of X ×X.

We continue our convention to label projection maps starting with index 0, so we
have pr0 : X ×S Y → X and pr1 : X ×S Y → Y .

3. Notation

043A Let S be a scheme; this will be our base scheme and all algebraic spaces will be
over S. Let B be an algebraic space over S; this will be our base algebraic space,
and often other algebraic spaces, and schemes will be over B. If we say that X is
an algebraic space over B, then we mean that X is an algebraic space over S which
comes equipped with structure morphism X → B. Moreover, we try to reserve the
letter T to denote a “test” scheme over B. In other words T is a scheme which
comes equipped with a structure morphism T → B. In this situation we denote
X(T ) for the set of T -valued points of X over B. In a formula:

X(T ) = MorB(T,X).

Similarly, given a second algebraic space Y over B we set

X(Y ) = MorB(Y,X).

Suppose we are given algebraic spaces X, Y over B as above and a morphism
f : X → Y over B. For any scheme T over B we get an induced map of sets

f : X(T ) −→ Y (T )

which is functorial in the scheme T over B. As f is a map of sheaves on (Sch/S)fppf
over the sheaf B it is clear that f determines and is determined by this rule. More
generally, we use the same notation for maps between fibre products. For example,
if X, Y , Z are algebraic spaces over B, and if m : X×B Y → Z×BZ is a morphism
of algebraic spaces over B, then we think of m as corresponding to a collection of
maps between T -valued points

X(T )× Y (T ) −→ Z(T )× Z(T ).

And so on and so forth.

Finally, given two maps f, g : X → Y of algebraic spaces over B, if the induced
maps f, g : X(T ) → Y (T ) are equal for every scheme T over B, then f = g, and
hence also f, g : X(Z)→ Y (Z) are equal for every third algebraic space Z over B.
Hence, for example, to check the axioms for an group algebraic space G over B, it
suffices to check commutativity of diagram on T -valued points where T is a scheme
over B as we do in Definition 5.1 below.
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4. Equivalence relations

043B Please refer to Groupoids, Section 3 for notation.

Definition 4.1.043C Let B → S as in Section 3. Let U be an algebraic space over B.
(1) A pre-relation on U over B is any morphism j : R → U ×B U of algebraic

spaces over B. In this case we set t = pr0 ◦ j and s = pr1 ◦ j, so that
j = (t, s).

(2) A relation on U over B is a monomorphism j : R → U ×B U of algebraic
spaces over B.

(3) A pre-equivalence relation is a pre-relation j : R → U ×B U such that the
image of j : R(T )→ U(T )×U(T ) is an equivalence relation for all schemes
T over B.

(4) We say a morphism R→ U×BU of algebraic spaces over B is an equivalence
relation on U over B if and only if for every T over B the T -valued points
of R define an equivalence relation on the set of T -valued points of U .

In other words, an equivalence relation is a pre-equivalence relation such that j is
a relation.

Lemma 4.2.043D Let B → S as in Section 3. Let U be an algebraic space over B.
Let j : R → U ×B U be a pre-relation. Let g : U ′ → U be a morphism of algebraic
spaces over B. Finally, set

R′ = (U ′ ×B U ′)×U×BU R
j′

−→ U ′ ×B U ′

Then j′ is a pre-relation on U ′ over B. If j is a relation, then j′ is a relation.
If j is a pre-equivalence relation, then j′ is a pre-equivalence relation. If j is an
equivalence relation, then j′ is an equivalence relation.

Proof. Omitted. □

Definition 4.3.043E Let B → S as in Section 3. Let U be an algebraic space over B.
Let j : R→ U ×B U be a pre-relation. Let g : U ′ → U be a morphism of algebraic
spaces over B. The pre-relation j′ : R′ → U ′ ×B U ′ of Lemma 4.2 is called the
restriction, or pullback of the pre-relation j to U ′. In this situation we sometimes
write R′ = R|U ′ .

Lemma 4.4.043F Let B → S as in Section 3. Let j : R → U ×B U be a pre-relation
of algebraic spaces over B. Consider the relation on |U | defined by the rule

x ∼ y ⇔ ∃ r ∈ |R| : t(r) = x, s(r) = y.

If j is a pre-equivalence relation then this is an equivalence relation.

Proof. Suppose that x ∼ y and y ∼ z. Pick r ∈ |R| with t(r) = x, s(r) = y and
pick r′ ∈ |R| with t(r′) = y, s(r′) = z. We may pick a field K such that r and r′

can be represented by morphisms r, r′ : Spec(K) → R with s ◦ r = t ◦ r′. Denote
x = t◦r, y = s◦r = t◦r′, and z = s◦r′, so x, y, z : Spec(K)→ U . By construction
(x, y) ∈ j(R(K)) and (y, z) ∈ j(R(K)). Since j is a pre-equivalence relation we see
that also (x, z) ∈ j(R(K)). This clearly implies that x ∼ z.

The proof that ∼ is reflexive and symmetric is omitted. □

https://stacks.math.columbia.edu/tag/043C
https://stacks.math.columbia.edu/tag/043D
https://stacks.math.columbia.edu/tag/043E
https://stacks.math.columbia.edu/tag/043F


GROUPOIDS IN ALGEBRAIC SPACES 4

5. Group algebraic spaces

043G Please refer to Groupoids, Section 4 for notation.

Definition 5.1.043H Let B → S as in Section 3.
(1) A group algebraic space over B is a pair (G,m), where G is an algebraic

space over B and m : G×BG→ G is a morphism of algebraic spaces over B
with the following property: For every scheme T over B the pair (G(T ),m)
is a group.

(2) A morphism ψ : (G,m) → (G′,m′) of group algebraic spaces over B is a
morphism ψ : G → G′ of algebraic spaces over B such that for every T/B
the induced map ψ : G(T )→ G′(T ) is a homomorphism of groups.

Let (G,m) be a group algebraic space over the algebraic space B. By the dis-
cussion in Groupoids, Section 4 we obtain morphisms of algebraic spaces over B
(identity) e : B → G and (inverse) i : G → G such that for every T the quadruple
(G(T ),m, e, i) satisfies the axioms of a group.
Let (G,m), (G′,m′) be group algebraic spaces over B. Let f : G → G′ be a
morphism of algebraic spaces over B. It follows from the definition that f is a
morphism of group algebraic spaces over B if and only if the following diagram is
commutative:

G×B G
f×f
//

m

��

G′ ×B G′

m

��
G

f // G′

Lemma 5.2.043I Let B → S as in Section 3. Let (G,m) be a group algebraic space
over B. Let B′ → B be a morphism of algebraic spaces. The pullback (GB′ ,mB′)
is a group algebraic space over B′.

Proof. Omitted. □

6. Properties of group algebraic spaces

06P5 In this section we collect some simple properties of group algebraic spaces which
hold over any base.

Lemma 6.1.06P6 Let S be a scheme. Let B be an algebraic space over S. Let G be
a group algebraic space over B. Then G → B is separated (resp. quasi-separated,
resp. locally separated) if and only if the identity morphism e : B → G is a closed
immersion (resp. quasi-compact, resp. an immersion).

Proof. We recall that by Morphisms of Spaces, Lemma 4.7 we have that e is a
closed immersion (resp. quasi-compact, resp. an immersion) if G→ B is separated
(resp. quasi-separated, resp. locally separated). For the converse, consider the dia-
gram

G
∆G/B

//

��

G×B G

(g,g′)7→m(i(g),g′)
��

B
e // G

It is an exercise in the functorial point of view in algebraic geometry to show that
this diagram is cartesian. In other words, we see that ∆G/B is a base change of

https://stacks.math.columbia.edu/tag/043H
https://stacks.math.columbia.edu/tag/043I
https://stacks.math.columbia.edu/tag/06P6
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e. Hence if e is a closed immersion (resp. quasi-compact, resp. an immersion) so
is ∆G/B , see Spaces, Lemma 12.3 (resp. Morphisms of Spaces, Lemma 8.4, resp.
Spaces, Lemma 12.3). □

Lemma 6.2.0DSI Let S be a scheme. Let B be an algebraic space over S. Let G be a
group algebraic space over B. Assume G→ B is locally of finite type. Then G→ B
is unramified (resp. locally quasi-finite) if and only if G → B is unramified (resp.
quasi-finite) at e(b) for all b ∈ |B|.

Proof. By Morphisms of Spaces, Lemma 38.10 (resp. Morphisms of Spaces, Lemma
27.2) there is a maximal open subspace U ⊂ G such that U → B is unramified
(resp. locally quasi-finite) and formation of U commutes with base change. Thus
we reduce to the case where B = Spec(k) is the spectrum of a field. Let g ∈ G(K)
be a point with values in an extension K/k. Then to check whether or not g is in
U , we may base change to K. Hence it suffices to show

G→ Spec(k) is unramified at e⇔ G→ Spec(k) is unramified at g

for a k-rational point g (resp. similarly for quasi-finite at g and e). Since translation
by g is an automorphism of G over k this is clear. □

Lemma 6.3.0DSJ Let S be a scheme. Let B be an algebraic space over S. Let G be a
group algebraic space over B. Assume G→ B is locally of finite type.

(1) There exists a maximal open subspace U ⊂ B such that GU → U is unram-
ified and formation of U commutes with base change.

(2) There exists a maximal open subspace U ⊂ B such that GU → U is locally
quasi-finite and formation of U commutes with base change.

Proof. By Morphisms of Spaces, Lemma 38.10 (resp. Morphisms of Spaces, Lemma
27.2) there is a maximal open subspace W ⊂ G such that W → B is unramified
(resp. locally quasi-finite). Moreover formation of W commutes with base change.
By Lemma 6.2 we see that U = e−1(W ) in either case. □

7. Examples of group algebraic spaces

06P7 If G → S is a group scheme over the base scheme S, then the base change GB to
any algebraic space B over S is an group algebraic space over B by Lemma 5.2.
We will frequently use this in the examples below.

Example 7.1 (Multiplicative group algebraic space).043J Let B → S as in Section 3.
Consider the functor which associates to any scheme T over B the group Γ(T,O∗

T )
of units in the global sections of the structure sheaf. This is representable by the
group algebraic space

Gm,B = B ×S Gm,S

over B. Here Gm,S is the multiplicative group scheme over S, see Groupoids,
Example 5.1.

Example 7.2 (Roots of unity as a group algebraic space).043K Let B → S as in
Section 3. Let n ∈ N. Consider the functor which associates to any scheme T over
B the subgroup of Γ(T,O∗

T ) consisting of nth roots of unity. This is representable
by the group algebraic space

µn,B = B ×S µn,S

https://stacks.math.columbia.edu/tag/0DSI
https://stacks.math.columbia.edu/tag/0DSJ
https://stacks.math.columbia.edu/tag/043J
https://stacks.math.columbia.edu/tag/043K
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over B. Here µn,S is the group scheme of nth roots of unity over S, see Groupoids,
Example 5.2.

Example 7.3 (Additive group algebraic space).043L Let B → S as in Section 3.
Consider the functor which associates to any scheme T over B the group Γ(T,OT )
of global sections of the structure sheaf. This is representable by the group algebraic
space

Ga,B = B ×S Ga,S

over B. Here Ga,S is the additive group scheme over S, see Groupoids, Example
5.3.

Example 7.4 (General linear group algebraic space).043M Let B → S as in Section
3. Let n ≥ 1. Consider the functor which associates to any scheme T over B the
group

GLn(Γ(T,OT ))
of invertible n× n matrices over the global sections of the structure sheaf. This is
representable by the group algebraic space

GLn,B = B ×S GLn,S
over B. Here Gm,S is the general linear group scheme over S, see Groupoids,
Example 5.4.

Example 7.5.043N Let B → S as in Section 3. Let n ≥ 1. The determinant defines a
morphism of group algebraic spaces

det : GLn,B −→ Gm,B

over B. It is the base change of the determinant morphism over S from Groupoids,
Example 5.5.

Example 7.6 (Constant group algebraic space).043O Let B → S as in Section 3. Let
G be an abstract group. Consider the functor which associates to any scheme T
over B the group of locally constant maps T → G (where T has the Zariski topology
and G the discrete topology). This is representable by the group algebraic space

GB = B ×S GS
over B. Here GS is the constant group scheme introduced in Groupoids, Example
5.6.

8. Actions of group algebraic spaces

043P Please refer to Groupoids, Section 10 for notation.

Definition 8.1.043Q Let B → S as in Section 3. Let (G,m) be a group algebraic space
over B. Let X be an algebraic space over B.

(1) An action of G on the algebraic space X/B is a morphism a : G×BX → X
over B such that for every scheme T over B the map a : G(T ) ×X(T ) →
X(T ) defines the structure of a G(T )-set on X(T ).

(2) Suppose that X, Y are algebraic spaces over B each endowed with an
action of G. An equivariant or more precisely a G-equivariant morphism
ψ : X → Y is a morphism of algebraic spaces over B such that for every T
over B the map ψ : X(T )→ Y (T ) is a morphism of G(T )-sets.

https://stacks.math.columbia.edu/tag/043L
https://stacks.math.columbia.edu/tag/043M
https://stacks.math.columbia.edu/tag/043N
https://stacks.math.columbia.edu/tag/043O
https://stacks.math.columbia.edu/tag/043Q
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In situation (1) this means that the diagrams

(8.1.1)043R G×B G×B X 1G×a
//

m×1X

��

G×B X

a

��
G×B X

a // X

G×B X a
// X

X

e×1X

OO

1X

::

are commutative. In situation (2) this just means that the diagram

G×B X id×f
//

a

��

G×B Y

a

��
X

f // Y

commutes.

Definition 8.2.06P8 Let B → S, G → B, and X → B as in Definition 8.1. Let
a : G×B X → X be an action of G on X/B. We say the action is free if for every
scheme T over B the action a : G(T )×X(T )→ X(T ) is a free action of the group
G(T ) on the set X(T ).

Lemma 8.3.06P9 Situation as in Definition 8.2, The action a is free if and only if
G×B X → X ×B X, (g, x) 7→ (a(g, x), x)

is a monomorphism of algebraic spaces.

Proof. Immediate from the definitions. □

9. Principal homogeneous spaces

04TV This section is the analogue of Groupoids, Section 11. We suggest reading that
section first.

Definition 9.1.04TW Let S be a scheme. Let B be an algebraic space over S. Let
(G,m) be a group algebraic space over B. Let X be an algebraic space over B, and
let a : G×B X → X be an action of G on X.

(1) We say X is a pseudo G-torsor or that X is formally principally homo-
geneous under G if the induced morphism G ×B X → X ×B X, (g, x) 7→
(a(g, x), x) is an isomorphism.

(2) A pseudo G-torsor X is called trivial if there exists an G-equivariant iso-
morphism G→ X over B where G acts on G by left multiplication.

It is clear that if B′ → B is a morphism of algebraic spaces then the pullback XB′

of a pseudo G-torsor over B is a pseudo GB′ -torsor over B′.

Lemma 9.2.04TX In the situation of Definition 9.1.
(1) The algebraic space X is a pseudo G-torsor if and only if for every scheme

T over B the set X(T ) is either empty or the action of the group G(T ) on
X(T ) is simply transitive.

(2) A pseudo G-torsor X is trivial if and only if the morphism X → B has a
section.

Proof. Omitted. □

Definition 9.3.04TY Let S be a scheme. Let B be an algebraic space over S. Let
(G,m) be a group algebraic space over B. Let X be a pseudo G-torsor over B.

https://stacks.math.columbia.edu/tag/06P8
https://stacks.math.columbia.edu/tag/06P9
https://stacks.math.columbia.edu/tag/04TW
https://stacks.math.columbia.edu/tag/04TX
https://stacks.math.columbia.edu/tag/04TY
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(1) We say X is a principal homogeneous space, or more precisely a principal
homogeneous G-space over B if there exists a fpqc covering1 {Bi → B}i∈I
such that each XBi → Bi has a section (i.e., is a trivial pseudo GBi-torsor).

(2) Let τ ∈ {Zariski, étale, smooth, syntomic, fppf}. We say X is a G-torsor
in the τ topology, or a τ G-torsor, or simply a τ torsor if there exists a τ
covering {Bi → B}i∈I such that each XBi

→ Bi has a section.
(3) If X is a principal homogeneous G-space over B, then we say that it is

quasi-isotrivial if it is a torsor for the étale topology.
(4) If X is a principal homogeneous G-space over B, then we say that it is

locally trivial if it is a torsor for the Zariski topology.

We sometimes say “let X be a G-principal homogeneous space over B” to indicate
that X is an algebraic space over B equipped with an action of G which turns it
into a principal homogeneous space over B. Next we show that this agrees with
the notation introduced earlier when both apply.

Lemma 9.4.04TZ Let S be a scheme. Let (G,m) be a group algebraic space over S.
Let X be an algebraic space over S, and let a : G ×S X → X be an action of G
on X. Then X is a G-torsor in the fppf-topology in the sense of Definition 9.3 if
and only if X is a G-torsor on (Sch/S)fppf in the sense of Cohomology on Sites,
Definition 4.1.

Proof. Omitted. □

Lemma 9.5.0DSK Let S be a scheme. Let B be an algebraic space over S. Let G be a
group algebraic space over B. Let X be a pseudo G-torsor over B. Assume G and
X locally of finite type over B.

(1) If G→ B is unramified, then X → B is unramified.
(2) If G→ B is locally quasi-finite, then X → B is locally quasi-finite.

Proof. Proof of (1). By Morphisms of Spaces, Lemma 38.10 we reduce to the case
where B is the spectrum of a field. If X is empty, then the result holds. If X is
nonempty, then after increasing the field, we may assume X has a point. Then
G ∼= X and the result holds.
The proof of (2) works in exactly the same way using Morphisms of Spaces, Lemma
27.2. □

10. Equivariant quasi-coherent sheaves

043S Please compare with Groupoids, Section 12.

Definition 10.1.043T Let B → S as in Section 3. Let (G,m) be a group algebraic
space over B, and let a : G×B X → X be an action of G on the algebraic space X
over B. An G-equivariant quasi-coherent OX-module, or simply a equivariant quasi-
coherent OX-module, is a pair (F , α), where F is a quasi-coherent OX -module, and
α is a OG×BX -module map

α : a∗F −→ pr∗
1F

1The default type of torsor in Groupoids, Definition 11.3 is a pseudo torsor which is trivial on
an fpqc covering. Since G, as an algebraic space, can be seen a sheaf of groups there already is
a notion of a G-torsor which corresponds to fppf-torsor, see Lemma 9.4. Hence we use “principal
homogeneous space” for a pseudo torsor which is fpqc locally trivial, and we try to avoid using
the word torsor in this situation.

https://stacks.math.columbia.edu/tag/04TZ
https://stacks.math.columbia.edu/tag/0DSK
https://stacks.math.columbia.edu/tag/043T
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where pr1 : G×B X → X is the projection such that
(1) the diagram

(1G × a)∗pr∗
2F pr∗

12α
// pr∗

2F

(1G × a)∗a∗F

(1G×a)∗α

OO

(m× 1X)∗a∗F

(m×1X )∗α

OO

is a commutative in the category of OG×BG×BX -modules, and
(2) the pullback

(e× 1X)∗α : F −→ F
is the identity map.

For explanation compare with the relevant diagrams of Equation (8.1.1).

Note that the commutativity of the first diagram guarantees that (e× 1X)∗α is an
idempotent operator on F , and hence condition (2) is just the condition that it is
an isomorphism.

Lemma 10.2.043U Let B → S as in Section 3. Let G be a group algebraic space over
B. Let f : X → Y be a G-equivariant morphism between algebraic spaces over B
endowed with G-actions. Then pullback f∗ given by (F , α) 7→ (f∗F , (1G × f)∗α)
defines a functor from the category of quasi-coherent G-equivariant sheaves on Y
to the category of quasi-coherent G-equivariant sheaves on X.

Proof. Omitted. □

11. Groupoids in algebraic spaces

043V Please refer to Groupoids, Section 13 for notation.

Definition 11.1.043W Let B → S as in Section 3.
(1) A groupoid in algebraic spaces over B is a quintuple (U,R, s, t, c) where U

and R are algebraic spaces over B, and s, t : R→ U and c : R×s,U,tR→ R
are morphisms of algebraic spaces over B with the following property: For
any scheme T over B the quintuple

(U(T ), R(T ), s, t, c)

is a groupoid category.
(2) A morphism f : (U,R, s, t, c) → (U ′, R′, s′, t′, c′) of groupoids in algebraic

spaces over B is given by morphisms of algebraic spaces f : U → U ′ and
f : R → R′ over B with the following property: For any scheme T over B
the maps f define a functor from the groupoid category (U(T ), R(T ), s, t, c)
to the groupoid category (U ′(T ), R′(T ), s′, t′, c′).

Let (U,R, s, t, c) be a groupoid in algebraic spaces over B. Note that there are
unique morphisms of algebraic spaces e : U → R and i : R → R over B such that
for every scheme T over B the induced map e : U(T )→ R(T ) is the identity, and i :
R(T )→ R(T ) is the inverse of the groupoid category. The septuple (U,R, s, t, c, e, i)
satisfies commutative diagrams corresponding to each of the axioms (1), (2)(a),
(2)(b), (3)(a) and (3)(b) of Groupoids, Section 13. Conversely given a septuple
with this property the quintuple (U,R, s, t, c) is a groupoid in algebraic spaces over

https://stacks.math.columbia.edu/tag/043U
https://stacks.math.columbia.edu/tag/043W
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B. Note that i is an isomorphism, and e is a section of both s and t. Moreover,
given a groupoid in algebraic spaces over B we denote

j = (t, s) : R −→ U ×B U
which is compatible with our conventions in Section 4 above. We sometimes say “let
(U,R, s, t, c, e, i) be a groupoid in algebraic spaces over B” to stress the existence
of identity and inverse.

Lemma 11.2.043X Let B → S as in Section 3. Given a groupoid in algebraic spaces
(U,R, s, t, c) over B the morphism j : R→ U ×B U is a pre-equivalence relation.

Proof. Omitted. This is a nice exercise in the definitions. □

Lemma 11.3.043Y Let B → S as in Section 3. Given an equivalence relation j : R→
U ×B U over B there is a unique way to extend it to a groupoid in algebraic spaces
(U,R, s, t, c) over B.

Proof. Omitted. This is a nice exercise in the definitions. □

Lemma 11.4.043Z Let B → S as in Section 3. Let (U,R, s, t, c) be a groupoid in
algebraic spaces over B. In the commutative diagram

U

R

s

��

t

::

R×s,U,t Rpr0
oo

pr1

��

c
// R

s

��

t

dd

U R
too s // U

the two lower squares are fibre product squares. Moreover, the triangle on top (which
is really a square) is also cartesian.

Proof. Omitted. Exercise in the definitions and the functorial point of view in
algebraic geometry. □

Lemma 11.5.0450 Let B → S be as in Section 3. Let (U,R, s, t, c, e, i) be a groupoid
in algebraic spaces over B. The diagram

(11.5.1)04P3 R×t,U,t R
pr1 //

pr0
//

pr0×c◦(i,1)
��

R
t //

idR

��

U

idU

��
R×s,U,t R

c //

pr0
//

pr1

��

R
t //

s

��

U

R
s //

t
// U

is commutative. The two top rows are isomorphic via the vertical maps given. The
two lower left squares are cartesian.

Proof. The commutativity of the diagram follows from the axioms of a groupoid.
Note that, in terms of groupoids, the top left vertical arrow assigns to a pair of
morphisms (α, β) with the same target, the pair of morphisms (α, α−1 ◦ β). In any

https://stacks.math.columbia.edu/tag/043X
https://stacks.math.columbia.edu/tag/043Y
https://stacks.math.columbia.edu/tag/043Z
https://stacks.math.columbia.edu/tag/0450
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groupoid this defines a bijection between Arrows×t,Ob,tArrows and Arrows×s,Ob,t
Arrows. Hence the second assertion of the lemma. The last assertion follows from
Lemma 11.4. □

Lemma 11.6.0DTA Let B → S be as in Section 3. Let (U,R, s, t, c) be a groupoid in
algebraic spaces over B. Let B′ → B be a morphism of algebraic spaces. Then the
base changes U ′ = B′ ×B U , R′ = B′ ×B R endowed with the base changes s′, t′,
c′ of the morphisms s, t, c form a groupoid in algebraic spaces (U ′, R′, s′, t′, c′) over
B′ and the projections determine a morphism (U ′, R′, s′, t′, c′) → (U,R, s, t, c) of
groupoids in algebraic spaces over B.

Proof. Omitted. Hint: R′ ×s′,U ′,t′ R
′ = B′ ×B (R×s,U,t R). □

12. Quasi-coherent sheaves on groupoids

0440 Please compare with Groupoids, Section 14.

Definition 12.1.0441 Let B → S as in Section 3. Let (U,R, s, t, c) be a groupoid in
algebraic spaces over B. A quasi-coherent module on (U,R, s, t, c) is a pair (F , α),
where F is a quasi-coherent OU -module, and α is a OR-module map

α : t∗F −→ s∗F

such that
(1) the diagram

pr∗
1t

∗F
pr∗

1α
// pr∗

1s
∗F

pr∗
0s

∗F c∗s∗F

pr∗
0t

∗F
pr∗

0α

ee

c∗t∗F
c∗α

::

is a commutative in the category of OR×s,U,tR-modules, and
(2) the pullback

e∗α : F −→ F
is the identity map.

Compare with the commutative diagrams of Lemma 11.4.

The commutativity of the first diagram forces the operator e∗α to be idempotent.
Hence the second condition can be reformulated as saying that e∗α is an isomor-
phism. In fact, the condition implies that α is an isomorphism.

Lemma 12.2.077W Let B → S as in Section 3. Let (U,R, s, t, c) be a groupoid in
algebraic spaces over B. If (F , α) is a quasi-coherent module on (U,R, s, t, c) then
α is an isomorphism.

Proof. Pull back the commutative diagram of Definition 12.1 by the morphism
(i, 1) : R → R ×s,U,t R. Then we see that i∗α ◦ α = s∗e∗α. Pulling back by the
morphism (1, i) we obtain the relation α ◦ i∗α = t∗e∗α. By the second assumption
these morphisms are the identity. Hence i∗α is an inverse of α. □

https://stacks.math.columbia.edu/tag/0DTA
https://stacks.math.columbia.edu/tag/0441
https://stacks.math.columbia.edu/tag/077W
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Lemma 12.3.0442 Let B → S as in Section 3. Consider a morphism f : (U,R, s, t, c)→
(U ′, R′, s′, t′, c′) of groupoid in algebraic spaces over B. Then pullback f∗ given by

(F , α) 7→ (f∗F , f∗α)

defines a functor from the category of quasi-coherent sheaves on (U ′, R′, s′, t′, c′) to
the category of quasi-coherent sheaves on (U,R, s, t, c).

Proof. Omitted. □

Lemma 12.4.0GPM Let B → S as in Section 3. Consider a morphism f : (U,R, s, t, c)→
(U ′, R′, s′, t′, c′) of groupoids in algebraic spaces over B. Assume that

(1) f : U → U ′ is quasi-compact and quasi-separated,
(2) the square

R

t

��

f
// R′

t′

��
U

f // U ′

is cartesian, and
(3) s′ and t′ are flat.

Then pushforward f∗ given by

(F , α) 7→ (f∗F , f∗α)

defines a functor from the category of quasi-coherent sheaves on (U,R, s, t, c) to
the category of quasi-coherent sheaves on (U ′, R′, s′, t′, c′) which is right adjoint to
pullback as defined in Lemma 12.3.

Proof. Since U → U ′ is quasi-compact and quasi-separated we see that f∗ trans-
forms quasi-coherent sheaves into quasi-coherent sheaves (Morphisms of Spaces,
Lemma 11.2). Moreover, since the squares

R

t

��

f
// R′

t′

��
U

f // U ′

and

R

s

��

f
// R′

s′

��
U

f // U ′

are cartesian we find that (t′)∗f∗F = f∗t
∗F and (s′)∗f∗F = f∗s

∗F , see Coho-
mology of Spaces, Lemma 11.2. Thus it makes sense to think of f∗α as a map
(t′)∗f∗F → (s′)∗f∗F . A similar argument shows that f∗α satisfies the cocycle
condition. The functor is adjoint to the pullback functor since pullback and push-
forward on modules on ringed spaces are adjoint. Some details omitted. □

Lemma 12.5.077X Let B → S be as in Section 3. Let (U,R, s, t, c) be a groupoid in
algebraic spaces over B. The category of quasi-coherent modules on (U,R, s, t, c)
has colimits.

Proof. Let i 7→ (Fi, αi) be a diagram over the index category I. We can form the
colimit F = colimFi which is a quasi-coherent sheaf on U , see Properties of Spaces,
Lemma 29.7. Since colimits commute with pullback we see that s∗F = colim s∗Fi
and similarly t∗F = colim t∗Fi. Hence we can set α = colimαi. We omit the proof
that (F , α) is the colimit of the diagram in the category of quasi-coherent modules
on (U,R, s, t, c). □

https://stacks.math.columbia.edu/tag/0442
https://stacks.math.columbia.edu/tag/0GPM
https://stacks.math.columbia.edu/tag/077X
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Lemma 12.6.06VZ Let B → S as in Section 3. Let (U,R, s, t, c) be a groupoid in
algebraic spaces over B. If s, t are flat, then the category of quasi-coherent modules
on (U,R, s, t, c) is abelian.

Proof. Let φ : (F , α)→ (G, β) be a homomorphism of quasi-coherent modules on
(U,R, s, t, c). Since s is flat we see that

0→ s∗ Ker(φ)→ s∗F → s∗G → s∗ Coker(φ)→ 0
is exact and similarly for pullback by t. Hence α and β induce isomorphisms κ :
t∗ Ker(φ)→ s∗ Ker(φ) and λ : t∗ Coker(φ)→ s∗ Coker(φ) which satisfy the cocycle
condition. Then it is straightforward to verify that (Ker(φ), κ) and (Coker(φ), λ)
are a kernel and cokernel in the category of quasi-coherent modules on (U,R, s, t, c).
Moreover, the condition Coim(φ) = Im(φ) follows because it holds over U . □

13. Colimits of quasi-coherent modules

0GPN This section is the analogue of Groupoids, Section 15.

Lemma 13.1.0GPP Let B → S as in Section 3. Let (U,R, s, t, c) be a groupoid in
algebraic spaces over B. Assume s, t are flat, quasi-compact, and quasi-separated.
For any quasi-coherent module G on U , there exists a canonical isomorphism α :
t∗s∗t

∗G → s∗s∗t
∗G which turns (s∗t

∗G, α) into a quasi-coherent module on (U,R, s, t, c).
This construction defines a functor

QCoh(OU ) −→ QCoh(U,R, s, t, c)
which is a right adjoint to the forgetful functor (F , β) 7→ F .

Proof. The pushforward of a quasi-coherent module along a quasi-compact and
quasi-separated morphism is quasi-coherent, see Morphisms of Spaces, Lemma 11.2.
Hence s∗t

∗G is quasi-coherent. With notation as in Lemma 11.4 we have
t∗s∗t

∗G = pr1,∗pr∗
0t

∗G = pr1,∗c
∗t∗G = s∗s∗t

∗G
The middle equality because t ◦ c = t ◦ pr0 as morphisms R ×s,U,t R → U , and
the first and the last equality because we know that base change and pushforward
commute in these steps by Cohomology of Spaces, Lemma 11.2.
To verify the cocycle condition of Definition 12.1 for α and the adjointness property
we describe the construction G 7→ (s∗t

∗G, α) in another way. Consider the groupoid
scheme (R,R×t,U,tR,pr0,pr1,pr02) associated to the equivalence relation R×t,U,tR
on R, see Lemma 11.3. There is a morphism

f : (R,R×t,U,t R,pr1,pr0,pr02) −→ (U,R, s, t, c)
of groupoid schemes given by s : R → U and R ×t,U,t R → R given by (r0, r1) 7→
r−1

0 ◦ r1; we omit the verification of the commutativity of the required diagrams.
Since t, s : R→ U are quasi-compact, quasi-separated, and flat, and since we have
a cartesian square

R×t,U,t R

pr0

��

(r0,r1)7→r−1
0 ◦r1

// R

t

��
R

s // U
by Lemma 11.5 it follows that Lemma 12.4 applies to f . Thus pushforward and
pullback of quasi-coherent modules along f are adjoint functors. To finish the proof

https://stacks.math.columbia.edu/tag/06VZ
https://stacks.math.columbia.edu/tag/0GPP
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we will identify these functors with the functors described above. To do this, note
that

t∗ : QCoh(OU ) −→ QCoh(R,R×t,U,t R,pr1,pr0,pr02)
is an equivalence by the theory of descent of quasi-coherent sheaves as {t : R→ U}
is an fpqc covering, see Descent on Spaces, Proposition 4.1.
Pushforward along f precomposed with the equivalence t∗ sends G to (s∗t

∗G, α); we
omit the verification that the isomorphism α obtained in this fashion is the same
as the one constructed above.
Pullback along f postcomposed with the inverse of the equivalence t∗ sends (F , β)
to the descent relative to {t : R→ U} of the module s∗F endowed with the descent
datum γ on R ×t,U,t R which is the pullback of β by (r0, r1) 7→ r−1

0 ◦ r1. Consider
the isomorphism β : t∗F → s∗F . The canonical descent datum (Descent on Spaces,
Definition 3.3) on t∗F relative to {t : R→ U} translates via β into the map

pr∗
0s

∗F pr∗
0β

−1

−−−−−→ pr∗
0t

∗F can−−→ pr∗
1t

∗F pr∗
1β−−−→ pr∗

1s
∗F

Since β satisfies the cocycle condition, this is equal to the pullback of β by (r0, r1) 7→
r−1

0 ◦ r1. To see this take the actual cocycle relation in Definition 12.1 and pull it
back by the morphism (pr0, c◦(i, 1)) : R×t,U,tR→ R×s,U,tR which also plays a role
in the commutative diagram of Lemma 11.5. It follows that (s∗F , γ) is isomorphic
to (t∗F , can). All in all, we conclude that pullback by f postcomposed with the
inverse of the equivalence t∗ is isomorphic to the forgetful functor (F , β) 7→ F . □

Remark 13.2.0GPQ In the situation of Lemma 13.1 denote
F : QCoh(U,R, s, t, c)→ QCoh(OU ), (F , β) 7→ F

the forgetful functor and denote
G : QCoh(OU )→ QCoh(U,R, s, t, c), G 7→ (s∗t

∗G, α)
the right adjoint constructed in the lemma. Then the unit η : id → G ◦ F of the
adjunction evaluated on (F , β) is given by the map

F → s∗s
∗F β−1

−−→ s∗t
∗F

We omit the verification.

Lemma 13.3.0GPR Let S be a scheme. Let f : Y → X be a morphism of algebraic
spaces over S. Let F be a quasi-coherent OX-module, let G be a quasi-coherent
OY -module, and let φ : G → f∗F be a module map. Assume

(1) φ is injective,
(2) f is quasi-compact, quasi-separated, flat, and surjective,
(3) X, Y are locally Noetherian, and
(4) G is a coherent OY -module.

Then F ∩ f∗G defined as the pullback

F // f∗f
∗F

F ∩ f∗G

OO

// f∗G

OO

is a coherent OX-module.

https://stacks.math.columbia.edu/tag/0GPQ
https://stacks.math.columbia.edu/tag/0GPR


GROUPOIDS IN ALGEBRAIC SPACES 15

Proof. We will freely use the characterization of coherent modules of Cohomology
of Spaces, Lemma 12.2 as well as the fact that coherent modules form a Serre
subcategory of QCoh(OX), see Cohomology of Spaces, Lemma 12.4. If f has a
section σ, then we see that F∩f∗G is contained in the image of σ∗G → σ∗f∗F = F ,
hence coherent. In general, to show that F ∩ f∗G is coherent, it suffices the show
that f∗(F ∩ f∗G) is coherent (see Descent on Spaces, Lemma 6.1). Since f is flat
this is equal to f∗F ∩f∗f∗G. Since f is flat, quasi-compact, and quasi-separated we
see f∗f∗G = p∗q

∗G where p, q : Y ×X Y → Y are the projections, see Cohomology
of Spaces, Lemma 11.2. Since p has a section we win. □

Let B → S be as in Section 3. Let (U,R, s, t, c) be a groupoid in algebraic spaces
over B. Assume that U is locally Noetherian. In the lemma below we say that
a quasi-coherent sheaf (F , α) on (U,R, s, t, c) is coherent if F is a coherent OU -
module.

Lemma 13.4.0GPS Let B → S be as in Section 3. Let (U,R, s, t, c) be a groupoid in
algebraic spaces over B. Assume that

(1) U , R are Noetherian,
(2) s, t are flat, quasi-compact, and quasi-separated.

Then every quasi-coherent module (F , α) on (U,R, s, t, c) is a filtered colimit of
coherent modules.

Proof. We will use the characterization of Cohomology of Spaces, Lemma 12.2 of
coherent modules on locally Noetherian algebraic spaces without further mention.
We can write F = colimHi as the filtered colimit of coherent submodules Hi ⊂ F ,
see Cohomology of Spaces, Lemma 15.1. Given a quasi-coherent sheaf H on U we
denote (s∗t

∗H, α) the quasi-coherent sheaf on (U,R, s, t, c) of Lemma 13.1. Consider
the adjunction map (F , β)→ (s∗t

∗F , α) in QCoh(U,R, s, t, c), see Remark 13.2. Set

(Fi, βi) = (F , β)×(s∗t∗F,α) (s∗t
∗Hi, α)

in QCoh(U,R, s, t, c). Since restriction to U is an exact functor on QCoh(U,R, s, t, c)
by the proof of Lemma 12.6 we obtain a pullback diagram

F // s∗t
∗F

Fi //

OO

s∗t
∗Hi

OO

in other words Fi = F ∩ s∗t
∗Hi. By the description of the adjunction map in

Remark 13.2 this diagram is isomorphic to the diagram

F // s∗s
∗F

Fi //

OO

s∗t
∗Hi

OO

where the right vertical arrow is the result of applying s∗ to the map

t∗Hi → t∗F β−→ s∗F

This arrow is injective as t is a flat morphism. It follows that Fi is coherent
by Lemma 13.3. Finally, because s is quasi-compact and quasi-separated we see

https://stacks.math.columbia.edu/tag/0GPS
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that s∗ commutes with colimits (see Cohomology of Schemes, Lemma 6.1). Hence
s∗t

∗F = colim s∗t
∗Hi and hence (F , β) = colim(Fi, βi) as desired. □

14. Crystals in quasi-coherent sheaves

077Y Let (I,Φ, j) be a pair consisting of a set I and a pre-relation j : Φ→ I×I. Assume
given for every i ∈ I a scheme Xi and for every ϕ ∈ Φ a morphism of schemes
fϕ : Xi′ → Xi where j(ϕ) = (i, i′). Set X = ({Xi}i∈I , {fϕ}ϕ∈Φ). Define a crystal in
quasi-coherent modules on X as a rule which associates to every i ∈ Ob(I) a quasi-
coherent sheaf Fi on Xi and for every ϕ ∈ Φ with j(ϕ) = (i, i′) an isomorphism

αϕ : f∗
ϕFi −→ Fi′

of quasi-coherent sheaves on Xi′ . These crystals in quasi-coherent modules form an
additive category CQC(X)2. This category has colimits (proof is the same as the
proof of Lemma 12.5). If all the morphisms fϕ are flat, then CQC(X) is abelian
(proof is the same as the proof of Lemma 12.6). Let κ be a cardinal. We say that a
crystal in quasi-coherent modules F on X is κ-generated if each Fi is κ-generated
(see Properties, Definition 23.1).

Lemma 14.1.077Z In the situation above, if all the morphisms fϕ are flat, then there
exists a cardinal κ such that every object ({Fi}i∈I , {αϕ}ϕ∈Φ) of CQC(X) is the
directed colimit of its κ-generated submodules.

Proof. In the lemma and in this proof a submodule of ({Fi}i∈I , {αϕ}ϕ∈Φ) means
the data of a quasi-coherent submodule Gi ⊂ Fi for all i such that αϕ(f∗

ϕGi) = Gi′
as subsheaves of Fi′ for all ϕ ∈ Φ. This makes sense because since fϕ is flat the
pullback f∗

ϕ is exact, i.e., preserves subsheaves. The proof will be a variant to the
proof of Properties, Lemma 23.3. We urge the reader to read that proof first.
We claim that it suffices to prove the lemma in case all the schemes Xi are affine.
To see this let

J =
∐

i∈I
{U ⊂ Xi affine open}

and let
Ψ =

∐
ϕ∈Φ
{(U, V ) | U ⊂ Xi, V ⊂ Xi′ affine open with fϕ(U) ⊂ V }

⨿
∐

i∈I
{(U,U ′) | U,U ′ ⊂ Xi affine open with U ⊂ U ′}

endowed with the obvious map Ψ → J × J . Then our (F , α) induces a crystal in
quasi-coherent sheaves ({Hj}j∈J , {βψ}ψ∈Ψ) on Y = (J,Ψ) by setting H(i,U) = Fi|U
for (i, U) ∈ J and setting βψ for ψ ∈ Ψ equal to the restriction of αϕ to U if
ψ = (ϕ,U, V ) and equal to id : (Fi|U ′)|U → Fi|U when ψ = (i, U, U ′). More-
over, submodules of ({Hj}j∈J , {βψ}ψ∈Ψ) correspond 1-to-1 with submodules of
({Fi}i∈I , {αϕ}ϕ∈Φ). We omit the proof (hint: use Sheaves, Section 30). Moreover,
it is clear that if κ works for Y , then the same κ works for X (by the defini-
tion of κ-generated modules). Hence it suffices to proof the lemma for crystals in
quasi-coherent sheaves on Y .

2We could single out a set of triples ϕ, ϕ′, ϕ′′ ∈ Φ with j(ϕ) = (i, i′), j(ϕ′) = (i′, i′′), and
j(ϕ′′) = (i, i′′) such that fϕ′′ = fϕ ◦fϕ′ and require that αϕ′ ◦f∗

ϕ′ αϕ = αϕ′′ for these triples. This
would define an additive subcategory. For example the data (I, Φ) could be the set of objects and
arrows of an index category and X could be a diagram of schemes over this index category. The
result of Lemma 14.1 immediately gives the corresponding result in the subcategory.

https://stacks.math.columbia.edu/tag/077Z
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Assume that all the schemes Xi are affine. Let κ be an infinite cardinal larger than
the cardinality of I or Φ. Let ({Fi}i∈I , {αϕ}ϕ∈Φ) be an object of CQC(X). For
each i write Xi = Spec(Ai) and Mi = Γ(Xi,Fi). For every ϕ ∈ Φ with j(ϕ) = (i, i′)
the map αϕ translates into an Ai′ -module isomorphism

αϕ : Mi ⊗Ai Ai′ −→Mi′

Using the axiom of choice choose a rule
(ϕ,m) 7−→ S(ϕ,m′)

where the source is the collection of pairs (ϕ,m′) such that ϕ ∈ Φ with j(ϕ) = (i, i′)
and m′ ∈Mi′ and where the output is a finite subset S(ϕ,m′) ⊂Mi so that

m′ = αϕ

(∑
m∈S(ϕ,m′)

m⊗ a′
m

)
for some a′

m ∈ Ai′ .
Having made these choices we claim that any section of any Fi over any Xi is
in a κ-generated submodule. To see this suppose that we are given a collection
S = {Si}i∈I of subsets Si ⊂Mi each with cardinality at most κ. Then we define a
new collection S ′ = {S′

i}i∈I with

S′
i = Si ∪

⋃
(ϕ,m′), j(ϕ)=(i,i′), m′∈Si′

S(ϕ,m′)

Note that each S′
i still has cardinality at most κ. Set S(0) = S, S(1) = S ′ and by

induction S(n+1) = (S(n))′. Then set S(∞)
i =

⋃
n≥0 S

(n)
i and S(∞) = {S(∞)

i }i∈I .
By construction, for every ϕ ∈ Φ with j(ϕ) = (i, i′) and every m′ ∈ S(∞)

i′ we can
write m′ as a finite linear combination of images αϕ(m⊗ 1) with m ∈ S(∞)

i . Thus
we see that setting Ni equal to the Ai-submodule of Mi generated by S

(∞)
i the

corresponding quasi-coherent submodules Ñi ⊂ Fi form a κ-generated submodule.
This finishes the proof. □

Lemma 14.2.0780 Let B → S as in Section 3. Let (U,R, s, t, c) be a groupoid in
algebraic spaces over B. If s, t are flat, then there exists a set T and a family of
objects (Ft, αt)t∈T of QCoh(U,R, s, t, c) such that every object (F , α) is the directed
colimit of its submodules isomorphic to one of the objects (Ft, αt).

Proof. This lemma is a generalization of Groupoids, Lemma 15.7 which deals with
the case of a groupoid in schemes. We can’t quite use the same argument, so we
use the material on “crystals of quasi-coherent sheaves” we developed above.
Choose a scheme W and a surjective étale morphism W → U . Choose a scheme
V and a surjective étale morphism V → W ×U,s R. Choose a scheme V ′ and a
surjective étale morphism V ′ → R×t,U W . Consider the collection of schemes

I = {W,W ×U W,V, V ′, V ×R V ′}
and the set of morphisms of schemes

Φ = {pri : W ×U W →W,V →W,V ′ →W,V ×R V ′ → V, V ×R V ′ → V ′}
Set X = (I,Φ). Recall that we have defined a category CQC(X) of crystals of
quasi-coherent sheaves on X. There is a functor

QCoh(U,R, s, t, c) −→ CQC(X)

https://stacks.math.columbia.edu/tag/0780
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which assigns to (F , α) the sheaf F|W on W , the sheaf F|W×UW on W ×U W ,
the pullback of F via V → W ×U,s R → W → U on V , the pullback of F via
V ′ → R ×t,U W → W → U on V ′, and finally the pullback of F via V ×R V ′ →
V → W ×U,s R → W → U on V ×R V ′. As comparison maps {αϕ}ϕ∈Φ we
use the obvious ones (coming from associativity of pullbacks) except for the map
ϕ = prV ′ : V ×R V ′ → V ′ we use the pullback of α : t∗F → s∗F to V ×R V ′. This
makes sense because of the following commutative diagram

V ×R V ′

zz $$
V

$$

��

V ′

zz

��

R

s

��

t

��

W

$$

W

zz
U

The functor displayed above isn’t an equivalence of categories. However, since W →
U is surjective étale it is faithful3. Since all the morphisms in the diagram above
are flat we see that it is an exact functor of abelian categories. Moreover, we claim
that given (F , α) with image ({Fi}i∈I , {αϕ}ϕ∈Φ) there is a 1-to-1 correspondence
between quasi-coherent submodules of (F , α) and ({Fi}i∈I , {αϕ}ϕ∈Φ). Namely,
given a submodule of ({Fi}i∈I , {αϕ}ϕ∈Φ) compatibility of the submodule over W
with the projection maps W ×U W → W will guarantee the submodule comes
from a quasi-coherent submodule of F (by Properties of Spaces, Proposition 32.1)
and compatibility with αprV ′ will insure this subsheaf is compatible with α (details
omitted).
Choose a cardinal κ as in Lemma 14.1 for the system X = (I,Φ). It is clear from
Properties, Lemma 23.2 that there is a set of isomorphism classes of κ-generated
crystals in quasi-coherent sheaves on X. Hence the result is clear. □

15. Groupoids and group spaces

0443 Please compare with Groupoids, Section 16.
Lemma 15.1.0444 Let B → S as in Section 3. Let (G,m) be a group algebraic space
over B with identity eG and inverse iG. Let X be an algebraic space over B and
let a : G ×B X → X be an action of G on X over B. Then we get a groupoid in
algebraic spaces (U,R, s, t, c, e, i) over B in the following manner:

(1) We set U = X, and R = G×B X.
(2) We set s : R→ U equal to (g, x) 7→ x.
(3) We set t : R→ U equal to (g, x) 7→ a(g, x).
(4) We set c : R×s,U,t R→ R equal to ((g, x), (g′, x′)) 7→ (m(g, g′), x′).
(5) We set e : U → R equal to x 7→ (eG(x), x).

3In fact the functor is fully faithful, but we won’t need this.

https://stacks.math.columbia.edu/tag/0444
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(6) We set i : R→ R equal to (g, x) 7→ (iG(g), a(g, x)).
Proof. Omitted. Hint: It is enough to show that this works on the set level.
For this use the description above the lemma describing g as an arrow from v to
a(g, v). □

Lemma 15.2.0445 Let B → S as in Section 3. Let (G,m) be a group algebraic space
over B. Let X be an algebraic space over B and let a : G×B X → X be an action
of G on X over B. Let (U,R, s, t, c) be the groupoid in algebraic spaces constructed
in Lemma 15.1. The rule (F , α) 7→ (F , α) defines an equivalence of categories
between G-equivariant OX-modules and the category of quasi-coherent modules on
(U,R, s, t, c).
Proof. The assertion makes sense because t = a and s = pr1 as morphisms R =
G×B X → X, see Definitions 10.1 and 12.1. Using the translation in Lemma 15.1
the commutativity requirements of the two definitions match up exactly. □

16. The stabilizer group algebraic space

0446 Please compare with Groupoids, Section 17. Given a groupoid in algebraic spaces
we get a group algebraic space as follows.
Lemma 16.1.0447 Let B → S as in Section 3. Let (U,R, s, t, c) be a groupoid in
algebraic spaces over B. The algebraic space G defined by the cartesian square

G //

��

R

j=(t,s)
��

U
∆ // U ×B U

is a group algebraic space over U with composition law m induced by the composition
law c.
Proof. This is true because in a groupoid category the set of self maps of any
object forms a group. □

Since ∆ is a monomorphism we see that G = j−1(∆U/B) is a subsheaf of R.
Thinking of it in this way, the structure morphism G = j−1(∆U/B)→ U is induced
by either s or t (it is the same), and m is induced by c.
Definition 16.2.0448 Let B → S as in Section 3. Let (U,R, s, t, c) be a groupoid in
algebraic spaces over B. The group algebraic space j−1(∆U/B) → U is called the
stabilizer of the groupoid in algebraic spaces (U,R, s, t, c).
In the literature the stabilizer group algebraic space is often denoted S (because
the word stabilizer starts with an “s” presumably); we cannot do this since we have
already used S for the base scheme.
Lemma 16.3.0449 Let B → S as in Section 3. Let (U,R, s, t, c) be a groupoid in
algebraic spaces over B, and let G/U be its stabilizer. Denote Rt/U the algebraic
space R seen as an algebraic space over U via the morphism t : R→ U . There is a
canonical left action

a : G×U Rt −→ Rt

induced by the composition law c.
Proof. In terms of points over T/B we define a(g, r) = c(g, r). □

https://stacks.math.columbia.edu/tag/0445
https://stacks.math.columbia.edu/tag/0447
https://stacks.math.columbia.edu/tag/0448
https://stacks.math.columbia.edu/tag/0449
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17. Restricting groupoids

044A Please refer to Groupoids, Section 18 for notation.

Lemma 17.1.044B Let B → S as in Section 3. Let (U,R, s, t, c) be a groupoid in alge-
braic spaces over B. Let g : U ′ → U be a morphism of algebraic spaces. Consider
the following diagram

R′

��

//

t′

%%

s′

**
R×s,U U ′ //

��

U ′

g

��
U ′ ×U,t R

��

// R
s //

t

��

U

U ′ g // U

where all the squares are fibre product squares. Then there is a canonical com-
position law c′ : R′ ×s′,U ′,t′ R

′ → R′ such that (U ′, R′, s′, t′, c′) is a groupoid in
algebraic spaces over B and such that U ′ → U , R′ → R defines a morphism
(U ′, R′, s′, t′, c′)→ (U,R, s, t, c) of groupoids in algebraic spaces over B. Moreover,
for any scheme T over B the functor of groupoids

(U ′(T ), R′(T ), s′, t′, c′)→ (U(T ), R(T ), s, t, c)
is the restriction (see Groupoids, Section 18) of (U(T ), R(T ), s, t, c) via the map
U ′(T )→ U(T ).

Proof. Omitted. □

Definition 17.2.044C Let B → S as in Section 3. Let (U,R, s, t, c) be a groupoid in
algebraic spaces over B. Let g : U ′ → U be a morphism of algebraic spaces over
B. The morphism of groupoids in algebraic spaces (U ′, R′, s′, t′, c′)→ (U,R, s, t, c)
constructed in Lemma 17.1 is called the restriction of (U,R, s, t, c) to U ′. We
sometime use the notation R′ = R|U ′ in this case.

Lemma 17.3.044D The notions of restricting groupoids and (pre-)equivalence relations
defined in Definitions 17.2 and 4.3 agree via the constructions of Lemmas 11.2 and
11.3.

Proof. What we are saying here is that R′ of Lemma 17.1 is also equal to
R′ = (U ′ ×B U ′)×U×BU R −→ U ′ ×B U ′

In fact this might have been a clearer way to state that lemma. □

18. Invariant subspaces

044E In this section we discuss briefly the notion of an invariant subspace.

Definition 18.1.044F Let B → S as in Section 3. Let (U,R, s, t, c) be a groupoid in
algebraic spaces over the base B.

(1) We say an open subspace W ⊂ U is R-invariant if t(s−1(W )) ⊂W .
(2) A locally closed subspace Z ⊂ U is called R-invariant if t−1(Z) = s−1(Z)

as locally closed subspaces of R.

https://stacks.math.columbia.edu/tag/044B
https://stacks.math.columbia.edu/tag/044C
https://stacks.math.columbia.edu/tag/044D
https://stacks.math.columbia.edu/tag/044F
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(3) A monomorphism of algebraic spaces T → U is R-invariant if T ×U,t R =
R×s,U T as algebraic spaces over R.

For an open subspace W ⊂ U the R-invariance is also equivalent to requiring that
s−1(W ) = t−1(W ). If W ⊂ U is R-invariant then the restriction of R to W is
just RW = s−1(W ) = t−1(W ). Similarly, if Z ⊂ U is an R-invariant locally closed
subspace, then the restriction of R to Z is just RZ = s−1(Z) = t−1(Z).

Lemma 18.2.044G Let B → S as in Section 3. Let (U,R, s, t, c) be a groupoid in
algebraic spaces over B.

(1) If s and t are open, then for every open W ⊂ U the open s(t−1(W )) is
R-invariant.

(2) If s and t are open and quasi-compact, then U has an open covering con-
sisting of R-invariant quasi-compact open subspaces.

Proof. Assume s and t open and W ⊂ U open. Since s is open we see that
W ′ = s(t−1(W )) is an open subspace of U . Now it is quite easy to using the
functorial point of view that this is an R-invariant open subset of U , but we are
going to argue this directly by some diagrams, since we think it is instructive. Note
that t−1(W ′) is the image of the morphism

A := t−1(W )×s|t−1(W ),U,t
R

pr1−−→ R

and that s−1(W ′) is the image of the morphism

B := R×s,U,s|t−1(W )
t−1(W ) pr0−−→ R.

The algebraic spaces A, B on the left of the arrows above are open subspaces of
R×s,U,t R and R×s,U,s R respectively. By Lemma 11.4 the diagram

R×s,U,t R

pr1
$$

(pr1,c)
// R×s,U,s R

pr0
zz

R

is commutative, and the horizontal arrow is an isomorphism. Moreover, it is clear
that (pr1, c)(A) = B. Hence we conclude s−1(W ′) = t−1(W ′), and W ′ is R-
invariant. This proves (1).
Assume now that s, t are both open and quasi-compact. Then, if W ⊂ U is a quasi-
compact open, then also W ′ = s(t−1(W )) is a quasi-compact open, and invariant
by the discussion above. Letting W range over images of affines étale over U we
see (2). □

19. Quotient sheaves

044H Let S be a scheme, and let B be an algebraic space over S. Let j : R → U ×B U
be a pre-relation over B. For each scheme S′ over S we can take the equivalence
relation ∼S′ generated by the image of j(S′) : R(S′) → U(S′) × U(S′). Hence we
get a presheaf

(19.0.1)044I (Sch/S)oppfppf −→ Sets,
S′ 7−→ U(S′)/ ∼S′

Note that since j is a morphism of algebraic spaces over B and into U ×B U there
is a canonical transformation of presheaves from the presheaf (19.0.1) to B.

https://stacks.math.columbia.edu/tag/044G


GROUPOIDS IN ALGEBRAIC SPACES 22

Definition 19.1.044J Let B → S and the pre-relation j : R → U ×B U be as above.
In this setting the quotient sheaf U/R associated to j is the sheafification of the
presheaf (19.0.1) on (Sch/S)fppf . If j : R → U ×B U comes from the action of a
group algebraic space G over B on U as in Lemma 15.1 then we denote the quotient
sheaf U/G.
This means exactly that the diagram

R
//
// U // U/R

is a coequalizer diagram in the category of sheaves of sets on (Sch/S)fppf . Again
there is a canonical map of sheaves U/R→ B as j is a morphism of algebraic spaces
over B into U ×B U .
Remark 19.2.044K A variant of the construction above would have been to sheafify
the functor

(Spaces/B)oppfppf −→ Sets,
X 7−→ U(X)/ ∼X

where now ∼X⊂ U(X)× U(X) is the equivalence relation generated by the image
of j : R(X) → U(X) × U(X). Here of course U(X) = MorB(X,U) and R(X) =
MorB(X,R). In fact, the result would have been the same, via the identifications
of (insert future reference in Topologies of Spaces here).
Definition 19.3.044L In the situation of Definition 19.1. We say that the pre-relation
j has a quotient representable by an algebraic space if the sheaf U/R is an algebraic
space. We say that the pre-relation j has a representable quotient if the sheaf
U/R is representable by a scheme. We will say a groupoid in algebraic spaces
(U,R, s, t, c) over B has a representable quotient (resp. quotient representable by
an algebraic space) if the quotient U/R with j = (t, s) is representable (resp. an
algebraic space).
If the quotient U/R is representable by M (either a scheme or an algebraic space
over S), then it comes equipped with a canonical structure morphism M → B as
we’ve seen above.
The following lemma characterizes M representing the quotient. It applies for
example if U →M is flat, of finite presentation and surjective, and R ∼= U ×M U .
Lemma 19.4.044M In the situation of Definition 19.1. Assume there is an algebraic
space M over S, and a morphism U →M such that

(1) the morphism U →M equalizes s, t,
(2) the map U →M is a surjection of sheaves, and
(3) the induced map (t, s) : R→ U ×M U is a surjection of sheaves.

In this case M represents the quotient sheaf U/R.
Proof. Condition (1) says that U → M factors through U/R. Condition (2) says
that U/R→M is surjective as a map of sheaves. Condition (3) says that U/R→M
is injective as a map of sheaves. Hence the lemma follows. □

The following lemma is wrong if we do not require j to be a pre-equivalence relation
(but just a pre-relation say).
Lemma 19.5.046O Let S be a scheme. Let B be an algebraic space over S. Let
j : R→ U ×B U be a pre-equivalence relation over B. For a scheme S′ over S and
a, b ∈ U(S′) the following are equivalent:

https://stacks.math.columbia.edu/tag/044J
https://stacks.math.columbia.edu/tag/044K
https://stacks.math.columbia.edu/tag/044L
https://stacks.math.columbia.edu/tag/044M
https://stacks.math.columbia.edu/tag/046O
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(1) a and b map to the same element of (U/R)(S′), and
(2) there exists an fppf covering {fi : Si → S′} of S′ and morphisms ri : Si → R

such that a ◦ fi = s ◦ ri and b ◦ fi = t ◦ ri.
In other words, in this case the map of sheaves

R −→ U ×U/R U
is surjective.

Proof. Omitted. Hint: The reason this works is that the presheaf (19.0.1) in
this case is really given by T 7→ U(T )/j(R(T )) as j(R(T )) ⊂ U(T ) × U(T ) is an
equivalence relation, see Definition 4.1. □

Lemma 19.6.046P Let S be a scheme. Let B be an algebraic space over S. Let
j : R → U ×B U be a pre-equivalence relation over B and g : U ′ → U a morphism
of algebraic spaces over B. Let j′ : R′ → U ′ ×B U ′ be the restriction of j to U ′.
The map of quotient sheaves

U ′/R′ −→ U/R

is injective. If U ′ → U is surjective as a map of sheaves, for example if {g : U ′ → U}
is an fppf covering (see Topologies on Spaces, Definition 7.1), then U ′/R′ → U/R
is an isomorphism of sheaves.

Proof. Suppose ξ, ξ′ ∈ (U ′/R′)(S′) are sections which map to the same section of
U/R. Then we can find an fppf covering S = {Si → S′} of S′ such that ξ|Si , ξ

′|Si

are given by ai, a′
i ∈ U ′(Si). By Lemma 19.5 and the axioms of a site we may after

refining T assume there exist morphisms ri : Si → R such that g ◦ ai = s ◦ ri,
g ◦ a′

i = t ◦ ri. Since by construction R′ = R ×U×SU (U ′ ×S U ′) we see that
(ri, (ai, a′

i)) ∈ R′(Si) and this shows that ai and a′
i define the same section of

U ′/R′ over Si. By the sheaf condition this implies ξ = ξ′.
If U ′ → U is a surjective map of sheaves, then U ′/R′ → U/R is surjective also.
Finally, if {g : U ′ → U} is a fppf covering, then the map of sheaves U ′ → U is
surjective, see Topologies on Spaces, Lemma 7.5. □

Lemma 19.7.044N Let S be a scheme. Let B be an algebraic space over S. Let
(U,R, s, t, c) be a groupoid in algebraic spaces over B. Let g : U ′ → U a morphism
of algebraic spaces over B. Let (U ′, R′, s′, t′, c′) be the restriction of (U,R, s, t, c) to
U ′. The map of quotient sheaves

U ′/R′ −→ U/R

is injective. If the composition

U ′ ×g,U,t R pr1
//

h

((
R

s
// U

is a surjection of fppf sheaves then the map is bijective. This holds for example if
{h : U ′×g,U,tR→ U} is an fppf-covering, or if U ′ → U is a surjection of sheaves,
or if {g : U ′ → U} is a covering in the fppf topology.

Proof. Injectivity follows on combining Lemmas 11.2 and 19.6. To see surjectivity
(see Sites, Section 11 for a characterization of surjective maps of sheaves) we argue
as follows. Suppose that T is a scheme and σ ∈ U/R(T ). There exists a covering
{Ti → T} such that σ|Ti

is the image of some element fi ∈ U(Ti). Hence we

https://stacks.math.columbia.edu/tag/046P
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may assume that σ if the image of f ∈ U(T ). By the assumption that h is a
surjection of sheaves, we can find an fppf covering {φi : Ti → T} and morphisms
fi : Ti → U ′×g,U,tR such that f ◦φi = h◦fi. Denote f ′

i = pr0 ◦fi : Ti → U ′. Then
we see that f ′

i ∈ U ′(Ti) maps to g ◦ f ′
i ∈ U(Ti) and that g ◦ f ′

i ∼Ti
h ◦ fi = f ◦ φi

notation as in (19.0.1). Namely, the element of R(Ti) giving the relation is pr1 ◦ fi.
This means that the restriction of σ to Ti is in the image of U ′/R′(Ti)→ U/R(Ti)
as desired.
If {h} is an fppf covering, then it induces a surjection of sheaves, see Topologies
on Spaces, Lemma 7.5. If U ′ → U is surjective, then also h is surjective as s has a
section (namely the neutral element e of the groupoid scheme). □

20. Quotient stacks

044O In this section and the next few sections we describe a kind of generalization of
Section 19 above and Groupoids, Section 20. It is different in the following way:
We are going to take quotient stacks instead of quotient sheaves.
Let us assume we have a scheme S, and algebraic space B over S and a groupoid
in algebraic spaces (U,R, s, t, c) over B. Given these data we consider the functor

(20.0.1)044P (Sch/S)oppfppf −→ Groupoids
S′ 7−→ (U(S′), R(S′), s, t, c)

By Categories, Example 37.1 this “presheaf in groupoids” corresponds to a category
fibred in groupoids over (Sch/S)fppf . In this chapter we will denote this

[U/pR]→ (Sch/S)fppf
where the subscript p is there to distinguish from the quotient stack.

Definition 20.1.044Q Quotient stacks. Let B → S be as above.
(1) Let (U,R, s, t, c) be a groupoid in algebraic spaces over B. The quotient

stack
p : [U/R] −→ (Sch/S)fppf

of (U,R, s, t, c) is the stackification (see Stacks, Lemma 9.1) of the category
fibred in groupoids [U/pR] over (Sch/S)fppf associated to (20.0.1).

(2) Let (G,m) be a group algebraic space over B. Let a : G×B X → X be an
action of G on an algebraic space over B. The quotient stack

p : [X/G] −→ (Sch/S)fppf
is the quotient stack associated to the groupoid in algebraic spaces (X,G×B
X, s, t, c) over B of Lemma 15.1.

Thus [U/R] and [X/G] are stacks in groupoids over (Sch/S)fppf . These stacks
will be very important later on and hence it makes sense to give a detailed de-
scription. Recall that given an algebraic space X over S we use the notation
SX → (Sch/S)fppf to denote the stack in sets associated to the sheaf X, see Cate-
gories, Lemma 38.6 and Stacks, Lemma 6.2.

Lemma 20.2.044R Assume B → S and (U,R, s, t, c) as in Definition 20.1 (1). There
are canonical 1-morphisms π : SU → [U/R], and [U/R]→ SB of stacks in groupoids
over (Sch/S)fppf . The composition SU → SB is the 1-morphism associated to the
structure morphism U → B.

https://stacks.math.columbia.edu/tag/044Q
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Proof. During this proof let us denote [U/pR] the category fibred in groupoids as-
sociated to the presheaf in groupoids (20.0.1). By construction of the stackification
there is a 1-morphism [U/pR]→ [U/R]. The 1-morphism SU → [U/R] is simply the
composition SU → [U/pR]→ [U/R], where the first arrow associates to the scheme
S′/S and morphism x : S′ → U over S the object x ∈ U(S′) of the fibre category
of [U/pR] over S′.

To construct the 1-morphism [U/R]→ SB it is enough to construct the 1-morphism
[U/pR]→ SB , see Stacks, Lemma 9.2. On objects over S′/S we just use the map

U(S′) −→ B(S′)

coming from the structure morphism U → B. And clearly, if a ∈ R(S′) is an
“arrow” with source s(a) ∈ U(S′) and target t(a) ∈ U(S′), then since s and t are
morphisms over B these both map to the same element a of B(S′). Hence we can
map an arrow a ∈ R(S′) to the identity morphism of a. (This is good because the
fibre category (SB)S′ only contains identities.) We omit the verification that this
rule is compatible with pullback on these split fibred categories, and hence defines
a 1-morphism [U/pR]→ SB as desired.

We omit the verification of the last statement. □

Lemma 20.3.044S Assumptions and notation as in Lemma 20.2. There exists a canon-
ical 2-morphism α : π ◦ s→ π ◦ t making the diagram

SR s
//

t

��

SU

π

��
SU

π // [U/R]

2-commutative.

Proof. Let S′ be a scheme over S. Let r : S′ → R be a morphism over S. Then
r ∈ R(S′) is an isomorphism between the objects s ◦ r, t ◦ r ∈ U(S′). Moreover,
this construction is compatible with pullbacks. This gives a canonical 2-morphism
αp : πp ◦ s→ πp ◦ t where πp : SU → [U/pR] is as in the proof of Lemma 20.2. Thus
even the diagram

SR s
//

t

��

SU
πp

��
SU

πp // [U/pR]

is 2-commutative. Thus a fortiori the diagram of the lemma is 2-commutative. □

Remark 20.4.04M7 In future chapters we will use the ambiguous notation where
instead of writing SX for the stack in sets associated to X we simply write X.
Using this notation the diagram of Lemma 20.3 becomes the familiar diagram

R
s
//

t

��

U

π

��
U

π // [U/R]

https://stacks.math.columbia.edu/tag/044S
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In the following sections we will show that this diagram has many good properties.
In particular we will show that it is a 2-fibre product (Section 22) and that it is
close to being a 2-coequalizer of s and t (Section 23).

21. Functoriality of quotient stacks

04Y3 A morphism of groupoids in algebraic spaces gives an associated morphism of quo-
tient stacks.

Lemma 21.1.046Q Let S be a scheme. Let B be an algebraic space over S. Let
f : (U,R, s, t, c) → (U ′, R′, s′, t′, c′) be a morphism of groupoids in algebraic spaces
over B. Then f induces a canonical 1-morphism of quotient stacks

[f ] : [U/R] −→ [U ′/R′].

Proof. Denote [U/pR] and [U ′/pR
′] the categories fibred in groupoids over the

base site (Sch/S)fppf associated to the functors (20.0.1). It is clear that f defines
a 1-morphism [U/pR] → [U ′/pR

′] which we can compose with the stackyfication
functor for [U ′/R′] to get [U/pR] → [U ′/R′]. Then, by the universal property of
the stackyfication functor [U/pR]→ [U/R], see Stacks, Lemma 9.2 we get [U/R]→
[U ′/R′]. □

Let B → S and f : (U,R, s, t, c) → (U ′, R′, s′, t′, c′) be as in Lemma 21.1. In this
situation, we define a third groupoid in algebraic spaces over B as follows, using
the language of T -valued points where T is a (varying) scheme over B:

(1) U ′′ = U ×f,U ′,t′ R
′ so that a T -valued point is a pair (u, r′) with f(u) =

t′(r′),
(2) R′′ = R×f◦s,U ′,t′ R

′ so that a T -valued point is a pair (r, r′) with f(s(r)) =
t′(r′),

(3) s′′ : R′′ → U ′′ is given by s′′(r, r′) = (s(r), r′),
(4) t′′ : R′′ → U ′′ is given by t′′(r, r′) = (t(r), c′(f(r), r′)),
(5) c′′ : R′′ ×s′′,U ′′,t′′ R′′ → R′′ is given by c′′((r1, r

′
1), (r2, r

′
2)) = (c(r1, r2), r′

2).
The formula for c′′ makes sense as s′′(r1, r

′
1) = t′′(r2, r

′
2). It is clear that c′′ is

associative. The identity e′′ is given by e′′(u, r) = (e(u), r). The inverse of (r, r′) is
given by (i(r), c′(f(r), r′)). Thus we do indeed get a groupoid in algebraic spaces
over B.

Clearly the maps U ′′ → U and R′′ → R define a morphism g : (U ′′, R′′, s′′, t′′, c′′)→
(U,R, s, t, c) of groupoids in algebraic spaces over B. Moreover, the maps U ′′ → U ′,
(u, r′) 7→ s′(r′) and R′′ → U ′, (r, r′) 7→ s′(r′) show that in fact (U ′′, R′′, s′′, t′′, c′′)
is a groupoid in algebraic spaces over U ′.

Lemma 21.2.04Y4 Notation and assumption as in Lemma 21.1. Let (U ′′, R′′, s′′, t′′, c′′)
be the groupoid in algebraic spaces over B constructed above. There is a 2-commutative
square

[U ′′/R′′]

��

[g]
// [U/R]

[f ]
��

SU ′ // [U ′/R′]

which identifies [U ′′/R′′] with the 2-fibre product.

https://stacks.math.columbia.edu/tag/046Q
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Proof. The maps [f ] and [g] come from an application of Lemma 21.1 and the
other two maps come from Lemma 20.2 (and the fact that (U ′′, R′′, s′′, t′′, c′′) lives
over U ′). To show the 2-fibre product property, it suffices to prove the lemma for
the diagram

[U ′′/pR
′′]

��

[g]
// [U/pR]

[f ]
��

SU ′ // [U ′/pR
′]

of categories fibred in groupoids, see Stacks, Lemma 9.3. In other words, it suffices
to show that an object of the 2-fibre product SU×[U ′/pR′] [U/pR] over T corresponds
to a T -valued point of U ′′ and similarly for morphisms. And of course this is exactly
how we constructed U ′′ and R′′ in the first place.

In detail, an object of SU ×[U ′/pR′] [U/pR] over T is a triple (u′, u, r′) where u′ is a
T -valued point of U ′, u is a T -valued point of U , and r′ is a morphism from u′ to
f(u) in [U ′/R′]T , i.e., r′ is a T -valued point of R with s′(r′) = u′ and t′(r′) = f(u).
Clearly we can forget about u′ without losing information and we see that these
objects are in one-to-one correspondence with T -valued points of R′′.

Similarly for morphisms: Let (u′
1, u1, r

′
1) and (u′

2, u2, r
′
2) be two objects of the fibre

product over T . Then a morphism from (u′
2, u2, r

′
2) to (u′

1, u1, r
′
1) is given by (1, r)

where 1 : u′
1 → u′

2 means simply u′
1 = u′

2 (this is so because SU is fibred in sets), and
r is a T -valued point of R with s(r) = u2, t(r) = u1 and moreover c′(f(r), r′

2) = r′
1.

Hence the arrow
(1, r) : (u′

2, u2, r
′
2)→ (u′

1, u1, r
′
1)

is completely determined by knowing the pair (r, r′
2). Thus the functor of arrows is

represented by R′′, and moreover the morphisms s′′, t′′, and c′′ clearly correspond
to source, target and composition in the 2-fibre product SU ×[U ′/pR′] [U/pR]. □

22. The 2-cartesian square of a quotient stack

04M8 In this section we compute the Isom-sheaves for a quotient stack and we deduce
that the defining diagram of a quotient stack is a 2-fibre product.

Lemma 22.1.044V Assume B → S, (U,R, s, t, c) and π : SU → [U/R] are as in Lemma
20.2. Let S′ be a scheme over S. Let x, y ∈ Ob([U/R]S′) be objects of the quotient
stack over S′. If x = π(x′) and y = π(y′) for some morphisms x′, y′ : S′ → U , then

Isom(x, y) = S′ ×(y′,x′),U×SU R

as sheaves over S′.

Proof. Let [U/pR] be the category fibred in groupoids associated to the presheaf
in groupoids (20.0.1) as in the proof of Lemma 20.2. By construction the sheaf
Isom(x, y) is the sheaf associated to the presheaf Isom(x′, y′). On the other hand,
by definition of morphisms in [U/pR] we have

Isom(x′, y′) = S′ ×(y′,x′),U×SU R

and the right hand side is an algebraic space, therefore a sheaf. □

https://stacks.math.columbia.edu/tag/044V
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Lemma 22.2.04M9 Assume B → S, (U,R, s, t, c), and π : SU → [U/R] are as in
Lemma 20.2. The 2-commutative square

SR s
//

t

��

SU

π

��
SU

π // [U/R]

of Lemma 20.3 is a 2-fibre product of stacks in groupoids of (Sch/S)fppf .

Proof. According to Stacks, Lemma 5.6 the lemma makes sense. It also tells us
that we have to show that the functor

SR −→ SU ×[U/R] SU
which maps r : T → R to (T, t(r), s(r), α(r)) is an equivalence, where the right
hand side is the 2-fibre product as described in Categories, Lemma 32.3. This is,
after spelling out the definitions, exactly the content of Lemma 22.1. (Alternative
proof: Work out the meaning of Lemma 21.2 in this situation will give you the
result also.) □

Lemma 22.3.044W Assume B → S and (U,R, s, t, c) are as in Definition 20.1 (1).
For any scheme T over S and objects x, y of [U/R] over T the sheaf Isom(x, y) on
(Sch/T )fppf has the following property: There exists a fppf covering {Ti → T}i∈I
such that Isom(x, y)|(Sch/Ti)fppf

is representable by an algebraic space.

Proof. Follows immediately from Lemma 22.1 and the fact that both x and y
locally in the fppf topology come from objects of SU by construction of the quotient
stack. □

23. The 2-coequalizer property of a quotient stack

04MA On a groupoid we have the composition, which leads to a cocycle condition for the
canonical 2-morphism of the lemma above. To give the precise formulation we will
use the notation introduced in Categories, Sections 28 and 29.

Lemma 23.1.044T Assumptions and notation as in Lemmas 20.2 and 20.3. The
vertical composition of

SR×s,U,tR

π◦s◦pr1=π◦s◦c

++�� α⋆idpr1

π◦t◦pr1=π◦s◦pr0

// 33

π◦t◦pr0=π◦t◦c
�� α⋆idpr0

[U/R]

is the 2-morphism α ⋆ idc. In a formula α ⋆ idc = (α ⋆ idpr0) ◦ (α ⋆ idpr1).

Proof. We make two remarks:
(1) The formula α⋆ idc = (α⋆ idpr0) ◦ (α⋆ idpr1) only makes sense if you realize

the equalities π◦s◦pr1 = π◦s◦c, π◦t◦pr1 = π◦s◦pr0, and π◦t◦pr0 = π◦t◦c.
Namely, the second one implies the vertical composition ◦ makes sense, and
the other two guarantee the two sides of the formula are 2-morphisms with
the same source and target.

https://stacks.math.columbia.edu/tag/04M9
https://stacks.math.columbia.edu/tag/044W
https://stacks.math.columbia.edu/tag/044T
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(2) The reason the lemma holds is that composition in the category fibred in
groupoids [U/pR] associated to the presheaf in groupoids (20.0.1) comes
from the composition law c : R×s,U,t R→ R.

We omit the proof of the lemma. □

Note that, in the situation of the lemma, we actually have the equalities s◦pr1 = s◦c,
t ◦ pr1 = s ◦ pr0, and t ◦ pr0 = t ◦ c before composing with π. Hence the formula
in the lemma below makes sense in exactly the same way that the formula in the
lemma above makes sense.

Lemma 23.2.044U Assumptions and notation as in Lemmas 20.2 and 20.3. The
2-commutative diagram of Lemma 20.3 is a 2-coequalizer in the following sense:
Given

(1) a stack in groupoids X over (Sch/S)fppf ,
(2) a 1-morphism f : SU → X , and
(3) a 2-arrow β : f ◦ s→ f ◦ t

such that
β ⋆ idc = (β ⋆ idpr0) ◦ (β ⋆ idpr1)

then there exists a 1-morphism [U/R]→ X which makes the diagram

SR s
//

t

��

SU

��
f

��

SU //

f
))

[U/R]

""
X

2-commute.

Proof. Suppose given X , f and β as in the lemma. By Stacks, Lemma 9.2 it suffices
to construct a 1-morphism g : [U/pR] → X . First we note that the 1-morphism
SU → [U/pR] is bijective on objects. Hence on objects we can set g(x) = f(x)
for x ∈ Ob(SU ) = Ob([U/pR]). A morphism φ : x → y of [U/pR] arises from a
commutative diagram

S2

h

��

x
//

φ
  

U

R

s

OO

t

��
S1

y // U.

Thus we can set g(φ) equal to the composition

f(x)

--

f(s ◦ φ) (f ◦ s)(φ) β // (f ◦ t)(φ) f(t ◦ φ) f(y ◦ h)

��
f(y).

https://stacks.math.columbia.edu/tag/044U
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The vertical arrow is the result of applying the functor f to the canonical morphism
y ◦ h→ y in SU (namely, the strongly cartesian morphism lifting h with target y).
Let us verify that f so defined is compatible with composition, at least on fibre
categories. So let S′ be a scheme over S, and let a : S′ → R×s,U,tR be a morphism.
In this situation we set x = s ◦ pr1 ◦ a = s ◦ c ◦ a, y = t ◦ pr1 ◦ a = s ◦ pr0 ◦ a, and
z = t ◦ pr0 ◦ a = t ◦ pr0 ◦ c to get a commutative diagram

x
c◦a

//

pr1◦a
��

z

y

pr0◦a

??

in the fibre category [U/pR]S′ . Moreover, any commutative triangle in this fibre
category has this form. Then we see by our definitions above that f maps this to
a commutative diagram if and only if the diagram

(f ◦ s)(c ◦ a)
β
// (f ◦ t)(c ◦ a)

(f ◦ s)(pr1 ◦ a)
β

((

(f ◦ t)(pr0 ◦ a)

(f ◦ t)(pr1 ◦ a) (f ◦ s)(pr0 ◦ a)

β
66

is commutative which is exactly the condition expressed by the formula in the
lemma. We omit the verification that f maps identities to identities and is com-
patible with composition for arbitrary morphisms. □

24. Explicit description of quotient stacks

04MB In order to formulate the result we need to introduce some notation. Assume
B → S and (U,R, s, t, c) are as in Definition 20.1 (1). Let T be a scheme over S.
Let T = {Ti → T}i∈I be an fppf covering. A [U/R]-descent datum relative to T is
given by a system (ui, rij) where

(1) for each i a morphism ui : Ti → U , and
(2) for each i, j a morphism rij : Ti ×T Tj → R

such that
(a) as morphisms Ti ×T Tj → U we have

s ◦ rij = ui ◦ pr0 and t ◦ rij = uj ◦ pr1,

(b) as morphisms Ti ×T Tj ×T Tk → R we have
c ◦ (rjk ◦ pr12, rij ◦ pr01) = rik ◦ pr02.

A morphism (ui, rij) → (u′
i, r

′
ij) between two [U/R]-descent data over the same

covering T is a collection (ri : Ti → R) such that
(α) as morphisms Ti → U we have

ui = s ◦ ri and u′
i = t ◦ ri

(β) as morphisms Ti ×T Tj → R we have
c ◦ (r′

ij , ri ◦ pr0) = c ◦ (rj ◦ pr1, rij).
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There is a natural composition law on morphisms of descent data relative to a fixed
covering and we obtain a category of descent data. This category is a groupoid.
Finally, if T ′ = {T ′

j → T}j∈J is a second fppf covering which refines T then there is
a notion of pullback of descent data. This is particularly easy to describe explicitly
in this case. Namely, if α : J → I and φj : T ′

j → Tα(i) is the morphism of coverings,
then the pullback of the descent datum (ui, rii′) is simply

(uα(i) ◦ φj , rα(j)α(j′) ◦ φj × φj′).

Pullback defined in this manner defines a functor from the category of descent data
over T to the category of descend data over T ′.

Lemma 24.1.044X Assume B → S and (U,R, s, t, c) are as in Definition 20.1 (1). Let
π : SU → [U/R] be as in Lemma 20.2. Let T be a scheme over S.

(1) for every object x of the fibre category [U/R]T there exists an fppf covering
{fi : Ti → T}i∈I such that f∗

i x
∼= π(ui) for some ui ∈ U(Ti),

(2) the composition of the isomorphisms

π(ui ◦ pr0) = pr∗
0π(ui) ∼= pr∗

0f
∗
i x
∼= pr∗

1f
∗
j x
∼= pr∗

1π(uj) = π(uj ◦ pr1)

are of the form π(rij) for certain morphisms rij : Ti ×T Tj → R,
(3) the system (ui, rij) forms a [U/R]-descent datum as defined above,
(4) any [U/R]-descent datum (ui, rij) arises in this manner,
(5) if x corresponds to (ui, rij) as above, and y ∈ Ob([U/R]T ) corresponds to

(u′
i, r

′
ij) then there is a canonical bijection

Mor[U/R]T
(x, y)←→

{
morphisms (ui, rij)→ (u′

i, r
′
ij)

of [U/R]-descent data

}
(6) this correspondence is compatible with refinements of fppf coverings.

Proof. Statement (1) is part of the construction of the stackyfication. Part (2)
follows from Lemma 22.1. We omit the verification of (3). Part (4) is a translation
of the fact that in a stack all descent data are effective. We omit the verifications
of (5) and (6). □

25. Restriction and quotient stacks

046R In this section we study what happens to the quotient stack when taking a restric-
tion.

Lemma 25.1.046S Notation and assumption as in Lemma 21.1. The morphism of
quotient stacks

[f ] : [U/R] −→ [U ′/R′]
is fully faithful if and only if R is the restriction of R′ via the morphism f : U → U ′.

Proof. Let x, y be objects of [U/R] over a scheme T/S. Let x′, y′ be the images
of x, y in the category [U ′/R′]T . The functor [f ] is fully faithful if and only if the
map of sheaves

Isom(x, y) −→ Isom(x′, y′)
is an isomorphism for every T, x, y. We may test this locally on T (in the fppf
topology). Hence, by Lemma 24.1 we may assume that x, y come from a, b ∈ U(T ).

https://stacks.math.columbia.edu/tag/044X
https://stacks.math.columbia.edu/tag/046S
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In that case we see that x′, y′ correspond to f ◦a, f ◦b. By Lemma 22.1 the displayed
map of sheaves in this case becomes

T ×(a,b),U×BU R −→ T ×f◦a,f◦b,U ′×BU ′ R′.

This is an isomorphism if R is the restriction, because in that case R = (U ×B
U)×U ′×BU ′ R′, see Lemma 17.3 and its proof. Conversely, if the last displayed map
is an isomorphism for all T, a, b, then it follows that R = (U ×B U) ×U ′×BU ′ R′,
i.e., R is the restriction of R′. □

Lemma 25.2.046T Notation and assumption as in Lemma 21.1. The morphism of
quotient stacks

[f ] : [U/R] −→ [U ′/R′]
is an equivalence if and only if

(1) (U,R, s, t, c) is the restriction of (U ′, R′, s′, t′, c′) via f : U → U ′, and
(2) the map

U ×f,U ′,t′ R
′

pr1
//

h

((
R′

s′
// U ′

is a surjection of sheaves.
Part (2) holds for example if {h : U ×f,U ′,t′ R

′ → U ′} is an fppf covering, or if
f : U → U ′ is a surjection of sheaves, or if {f : U → U ′} is an fppf covering.

Proof. We already know that part (1) is equivalent to fully faithfulness by Lemma
25.1. Hence we may assume that (1) holds and that [f ] is fully faithful. Our goal
is to show, under these assumptions, that [f ] is an equivalence if and only if (2)
holds. We may use Stacks, Lemma 4.8 which characterizes equivalences.

Assume (2). We will use Stacks, Lemma 4.8 to prove [f ] is an equivalence. Suppose
that T is a scheme and x′ ∈ Ob([U ′/R′]T ). There exists a covering {gi : Ti → T}
such that g∗

i x
′ is the image of some element a′

i ∈ U ′(Ti), see Lemma 24.1. Hence
we may assume that x′ is the image of a′ ∈ U ′(T ). By the assumption that h is a
surjection of sheaves, we can find an fppf covering {φi : Ti → T} and morphisms
bi : Ti → U ×g,U ′,t′ R

′ such that a′ ◦ φi = h ◦ bi. Denote ai = pr0 ◦ bi : Ti → U .
Then we see that ai ∈ U(Ti) maps to f ◦ ai ∈ U ′(Ti) and that f ◦ ai ∼=Ti

h ◦ bi =
a′ ◦φi, where ∼=Ti

denotes isomorphism in the fibre category [U ′/R′]Ti
. Namely, the

element of R′(Ti) giving the isomorphism is pr1◦bi. This means that the restriction
of x to Ti is in the essential image of the functor [U/R]Ti → [U ′/R′]Ti as desired.

Assume [f ] is an equivalence. Let ξ′ ∈ [U ′/R′]U ′ denote the object corresponding
to the identity morphism of U ′. Applying Stacks, Lemma 4.8 we see there exists
an fppf covering U ′ = {g′

i : U ′
i → U ′} such that (g′

i)∗ξ′ ∼= [f ](ξi) for some ξi in
[U/R]U ′

i
. After refining the covering U ′ (using Lemma 24.1) we may assume ξi

comes from a morphism ai : U ′
i → U . The fact that [f ](ξi) ∼= (g′

i)∗ξ′ means that,
after possibly refining the covering U ′ once more, there exist morphisms r′

i : U ′
i → R′

with t′ ◦ r′
i = f ◦ ai and s′ ◦ r′

i = idU ′ ◦ g′
i. Picture

U

f

��

U ′
iai

oo

r′
i

~~
g′

i

��
U ′ R′t′oo s′

// U ′

https://stacks.math.columbia.edu/tag/046T
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Thus (ai, r′
i) : U ′

i → U ×g,U ′,t′ R
′ are morphisms such that h ◦ (ai, r′

i) = g′
i and we

conclude that {h : U ×g,U ′,t′ R
′ → U ′} can be refined by the fppf covering U ′ which

means that h induces a surjection of sheaves, see Topologies on Spaces, Lemma 7.5.
If {h} is an fppf covering, then it induces a surjection of sheaves, see Topologies
on Spaces, Lemma 7.5. If U ′ → U is surjective, then also h is surjective as s has a
section (namely the neutral element e of the groupoid in algebraic spaces). □

Lemma 25.3.04ZN Notation and assumption as in Lemma 21.1. Assume that

R

s

��

f
// R′

s′

��
U

f // U ′

is cartesian. Then
SU

��

// [U/R]

[f ]
��

SU ′ // [U ′/R′]
is a 2-fibre product square.

Proof. Applying the inverse isomorphisms i : R → R and i′ : R′ → R′ to the
(first) cartesian diagram of the statement of the lemma we see that

R

t

��

f
// R′

t′

��
U

f // U ′

is cartesian as well. By Lemma 21.2 we have a 2-fibre square

[U ′′/R′′]

��

// [U/R]

��
SU ′ // [U ′/R′]

where U ′′ = U ×f,U ′,t′ R
′ and R′′ = R ×f◦s,U ′,t′ R

′. By the above we see that
(t, f) : R→ U ′′ is an isomorphism, and that

R′′ = R×f◦s,U ′,t′ R
′ = R×s,U U ×f,U ′,t′ R

′ = R×s,U,t ×R.
Explicitly the isomorphism R ×s,U,t R → R′′ is given by the rule (r0, r1) 7→
(r0, f(r1)). Moreover, s′′, t′′, c′′ translate into the maps

R×s,U,t R→ R, s′′(r0, r1) = r1, t′′(r0, r1) = c(r0, r1)
and

c′′ : (R×s,U,t R)×s′′,R,t′′ (R×s,U,t R) −→ R×s,U,t R,
((r0, r1), (r2, r3)) 7−→ (c(r0, r2), r3).

Precomposing with the isomorphism
R×s,U,s R −→ R×s,U,t R, (r0, r1) 7−→ (c(r0, i(r1)), r1)

we see that t′′ and s′′ turn into pr0 and pr1 and that c′′ turns into pr02 : R ×s,U,s
R ×s,U,s R → R ×s,U,s R. Hence we see that there is an isomorphism [U ′′/R′′] ∼=

https://stacks.math.columbia.edu/tag/04ZN


GROUPOIDS IN ALGEBRAIC SPACES 34

[R/R ×s,U,s R] where as a groupoid in algebraic spaces (R,R ×s,U,s R, s′′, t′′, c′′)
is the restriction of the trivial groupoid (U,U, id, id, id) via s : R → U . Since
s : R→ U is a surjection of fppf sheaves (as it has a right inverse) the morphism

[U ′′/R′′] ∼= [R/R×s,U,s R] −→ [U/U ] = SU
is an equivalence by Lemma 25.2. This proves the lemma. □

26. Inertia and quotient stacks

06PA The (relative) inertia stack of a stack in groupoids is defined in Stacks, Section
7. The actual construction, in the setting of fibred categories, and some of its
properties is in Categories, Section 34.

Lemma 26.1.06PB Assume B → S and (U,R, s, t, c) as in Definition 20.1 (1). Let
G/U be the stabilizer group algebraic space of the groupoid (U,R, s, t, c, e, i), see
Definition 16.2. Set R′ = R×s,U G and set

(1) s′ : R′ → G, (r, g) 7→ g,
(2) t′ : R′ → G, (r, g) 7→ c(r, c(g, i(r))),
(3) c′ : R′ ×s′,G,t′ R

′ → R′, ((r1, g1), (r2, g2) 7→ (c(r1, r2), g1).
Then (G,R′, s′, t′, c′) is a groupoid in algebraic spaces over B and

I[U/R] = [G/R′].
i.e., the associated quotient stack is the inertia stack of [U/R].

Proof. By Stacks, Lemma 8.5 it suffices to prove that I[U/pR] = [G/pR′]. Let T
be a scheme over S. Recall that an object of the inertia fibred category of [U/pR]
over T is given by a pair (x, g) where x is an object of [U/pR] over T and g is an
automorphism of x in its fibre category over T . In other words, x : T → U and
g : T → R such that x = s ◦ g = t ◦ g. This means exactly that g : T → G.
A morphism in the inertia fibred category from (x, g) → (y, h) over T is given by
r : T → R such that s(r) = x, t(r) = y and c(r, g) = c(h, r), see the commutative
diagram in Categories, Lemma 34.1. In a formula

h = c(r, c(g, i(r))) = c(c(r, g), i(r)).
The notation s(r), etc is a short hand for s ◦ r, etc. The composition of r1 :
(x2, g2)→ (x1, g1) and r2 : (x1, g1)→ (x2, g2) is c(r1, r2) : (x1, g1)→ (x3, g3).
Note that in the above we could have written g in stead of (x, g) for an object
of I[U/pR] over T as x is the image of g under the structure morphism G → U .
Then the morphisms g → h in I[U/pR] over T correspond exactly to morphisms
r′ : T → R′ with s′(r′) = g and t′(r′) = h. Moreover, the composition corresponds
to the rule explained in (3). Thus the lemma is proved. □

Lemma 26.2.06PC Assume B → S and (U,R, s, t, c) as in Definition 20.1 (1). Let
G/U be the stabilizer group algebraic space of the groupoid (U,R, s, t, c, e, i), see
Definition 16.2. There is a canonical 2-cartesian diagram

SG //

��

SU

��
I[U/R] // [U/R]

of stacks in groupoids of (Sch/S)fppf .

https://stacks.math.columbia.edu/tag/06PB
https://stacks.math.columbia.edu/tag/06PC
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Proof. By Lemma 25.3 it suffices to prove that the morphism s′ : R′ → G of
Lemma 26.1 isomorphic to the base change of s by the structure morphism G→ U .
This base change property is clear from the construction of s′. □

27. Gerbes and quotient stacks

06PD In this section we relate quotient stacks to the discussion Stacks, Section 11 and
especially gerbes as defined in Stacks, Definition 11.4. The stacks in groupoids
occurring in this section are generally speaking not algebraic stacks!

Lemma 27.1.06PE Notation and assumption as in Lemma 21.1. The morphism of
quotient stacks

[f ] : [U/R] −→ [U ′/R′]
turns [U/R] into a gerbe over [U ′/R′] if f : U → U ′ and R → R′|U are surjective
maps of fppf sheaves. Here R′|U is the restriction of R′ to U via f : U → U ′.

Proof. We will verify that Stacks, Lemma 11.3 properties (2) (a) and (2) (b) hold.
Property (2)(a) holds because U → U ′ is a surjective map of sheaves (use Lemma
24.1 to see that objects in [U ′/R′] locally come from U ′). To prove (2)(b) let x, y be
objects of [U/R] over a scheme T/S. Let x′, y′ be the images of x, y in the category
[U ′/′R]T . Condition (2)(b) requires us to check the map of sheaves

Isom(x, y) −→ Isom(x′, y′)
on (Sch/T )fppf is surjective. To see this we may work fppf locally on T and assume
that come from a, b ∈ U(T ). In that case we see that x′, y′ correspond to f ◦a, f ◦b.
By Lemma 22.1 the displayed map of sheaves in this case becomes

T ×(a,b),U×BU R −→ T ×f◦a,f◦b,U ′×BU ′ R′ = T ×(a,b),U×BU R
′|U .

Hence the assumption that R → R′|U is a surjective map of fppf sheaves on
(Sch/S)fppf implies the desired surjectivity. □

Lemma 27.2.06PF Let S be a scheme. Let B be an algebraic space over S. Let G be a
group algebraic space over B. Endow B with the trivial action of G. The morphism

[B/G] −→ SB
(Lemma 20.2) turns [B/G] into a gerbe over B.

Proof. Immediate from Lemma 27.1 as the morphisms B → B and B ×B G→ B
are surjective as morphisms of sheaves. □

28. Quotient stacks and change of big site

04WW We suggest skipping this section on a first reading. Pullbacks of stacks are defined
in Stacks, Section 12.

Lemma 28.1.04WX Suppose given big sites Schfppf and Sch′
fppf . Assume that Schfppf

is contained in Sch′
fppf , see Topologies, Section 12. Let S ∈ Ob(Schfppf ). Let

B,U,R ∈ Sh((Sch/S)fppf ) be algebraic spaces, and let (U,R, s, t, c) be a groupoid
in algebraic spaces over B. Let f : (Sch′/S)fppf → (Sch/S)fppf the morphism of
sites corresponding to the inclusion functor u : Schfppf → Sch′

fppf . Then we have
a canonical equivalence

[f−1U/f−1R] −→ f−1[U/R]
of stacks in groupoids over (Sch′/S)fppf .

https://stacks.math.columbia.edu/tag/06PE
https://stacks.math.columbia.edu/tag/06PF
https://stacks.math.columbia.edu/tag/04WX
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Proof. Note that f−1B, f−1U, f−1R ∈ Sh((Sch′/S)fppf ) are algebraic spaces by
Spaces, Lemma 15.1 and hence (f−1U, f−1R, f−1s, f−1t, f−1c) is a groupoid in
algebraic spaces over f−1B. Thus the statement makes sense.
The category up[U/pR] is the localization of the category upp[U/pR] at right multi-
plicative system I of morphisms. An object of upp[U/pR] is a triple

(T ′, ϕ : T ′ → T, x)
where T ′ ∈ Ob((Sch′/S)fppf ), T ∈ Ob((Sch/S)fppf ), ϕ is a morphism of schemes
over S, and x : T → U is a morphism of sheaves on (Sch/S)fppf . Note that the
morphism of schemes ϕ : T ′ → T is the same thing as a morphism ϕ : T ′ → u(T ),
and since u(T ) represents f−1T it is the same thing as a morphism T ′ → f−1T .
Moreover, as f−1 on algebraic spaces is fully faithful, see Spaces, Lemma 15.2, we
may think of x as a morphism x : f−1T → f−1U as well. From now on we will
make such identifications without further mention. A morphism

(a, a′, α) : (T ′
1, ϕ1 : T ′

1 → T1, x1) −→ (T ′
2, ϕ2 : T ′

2 → T2, x2)
of upp[U/pR] is a commutative diagram

U

T ′
1

a′

��

ϕ1

// T1

a

��

x1

??

α
// R

t

��

s

OO

T ′
2

ϕ2 // T2
x2 // U

and such a morphism is an element of I if and only if T ′
1 = T ′

2 and a′ = id. We
define a functor

upp[U/pR] −→ [f−1U/pf
−1R]

by the rules
(T ′, ϕ : T ′ → T, x) 7−→ (x ◦ ϕ : T ′ → f−1U)

on objects and
(a, a′, α) 7−→ (α ◦ ϕ1 : T ′

1 → f−1R)
on morphisms as above. It is clear that elements of I are transformed into isomor-
phisms as (f−1U, f−1R, f−1s, f−1t, f−1c) is a groupoid in algebraic spaces over
f−1B. Hence this functor factors in a canonical way through a functor

up[U/pR] −→ [f−1U/pf
−1R]

Applying stackification we obtain a functor of stacks
f−1[U/R] −→ [f−1U/f−1R]

over (Sch′/S)fppf , as by Stacks, Lemma 12.11 the stack f−1[U/R] is the stackifi-
cation of up[U/pR].
At this point we have a morphism of stacks, and to verify that it is an equiva-
lence it suffices to show that it is fully faithful and that objects are locally in the
essential image, see Stacks, Lemmas 4.7 and 4.8. The statement on objects holds
as f−1R admits a surjective étale morphism f−1W → f−1R for some object W of
(Sch/S)fppf . To show that the functor is “full”, it suffices to show that morphisms
are locally in the image of the functor which holds as f−1U admits a surjective
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étale morphism f−1W → f−1U for some object W of (Sch/S)fppf . We omit the
proof that the functor is faithful. □

29. Separation conditions

0453 This really means conditions on the morphism j : R → U ×B U when given a
groupoid in algebraic spaces (U,R, s, t, c) over B. As in the previous section we
first formulate the corresponding diagram.

Lemma 29.1.0454 Let B → S be as in Section 3. Let (U,R, s, t, c) be a groupoid in
algebraic spaces over B. Let G → U be the stabilizer group algebraic space. The
commutative diagram

R

∆R/U×B U

��

f 7→(f,s(f))
// R×s,U U

��

// U

��
R×(U×BU) R

(f,g) 7→(f,f−1◦g) // R×s,U G // G

the two left horizontal arrows are isomorphisms and the right square is a fibre
product square.

Proof. Omitted. Exercise in the definitions and the functorial point of view in
algebraic geometry. □

Lemma 29.2.0455 Let B → S be as in Section 3. Let (U,R, s, t, c) be a groupoid in
algebraic spaces over B. Let G→ U be the stabilizer group algebraic space.

(1) The following are equivalent
(a) j : R→ U ×B U is separated,
(b) G→ U is separated, and
(c) e : U → G is a closed immersion.

(2) The following are equivalent
(a) j : R→ U ×B U is locally separated,
(b) G→ U is locally separated, and
(c) e : U → G is an immersion.

(3) The following are equivalent
(a) j : R→ U ×B U is quasi-separated,
(b) G→ U is quasi-separated, and
(c) e : U → G is quasi-compact.

Proof. The group algebraic space G→ U is the base change of R→ U×BU by the
diagonal morphism U → U ×B U , see Lemma 16.1. Hence if j is separated (resp.
locally separated, resp. quasi-separated), then G → U is separated (resp. locally
separated, resp. quasi-separated). See Morphisms of Spaces, Lemma 4.4. Thus (a)
⇒ (b) in (1), (2), and (3).

Conversely, if G → U is separated (resp. locally separated, resp. quasi-separated),
then the morphism e : U → G, as a section of the structure morphism G → U is
a closed immersion (resp. an immersion, resp. quasi-compact), see Morphisms of
Spaces, Lemma 4.7. Thus (b) ⇒ (c) in (1), (2), and (3).

If e is a closed immersion (resp. an immersion, resp. quasi-compact) then by the
result of Lemma 29.1 (and Spaces, Lemma 12.3, and Morphisms of Spaces, Lemma

https://stacks.math.columbia.edu/tag/0454
https://stacks.math.columbia.edu/tag/0455
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8.4) we see that ∆R/U×BU is a closed immersion (resp. an immersion, resp. quasi-
compact). Thus (c) ⇒ (a) in (1), (2), and (3). □
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