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Markov models have traditionally been used to under-  (* (n-2 (A% (-

(n-1)r )
stand the reliability of storage systems. They provide |3@ .
tuition about the sensitivity of storage system reliapilit N u TP AT
to changes in disk failure rates, rebuild rates, sector fail
ure rates, scrubbing rates, and storage capacity. Unfortu-
nately, as we move towards multi-disk fault tolerant stor- @ o e emr O emi
age systems, i.e., storage systems that tolerate two or @ { T
disk failures such asAID 6, reliability estimatesbased on
traditional Markov models becomereliable. Our con-
cerns go beyond the recent demonstration that Weibull Concurrent rebuild
distributions need to be used instead of exponential dis-
tributions to accurately determine storage system reli@igure 1: Traditional Markov models for rebuild policies.
bility [1]. We believe that the traditional construction of

Markov models is flawed for multi-disk fault tolerant sys-

tems, and that their accuracy and utility decreases as ffhwhich each subsequent disk failure changes which disk
redundancy in the system increases. is being rebuilt, and “re-fails” the disk currently being re

43ui|t. The traditional concurrent rebuild Markov model
\;hus models a rebuild policy in which each subsequent

Serial rebuild

In this WIP, we will only discuss one of our concern
modeling disk rebuild correctly. Two traditional Markov,. . : ; .
models are used to model two distinct storage rebuild poqf—s'k failure re_starts the rebund_ of all failed .d.'SkS'
cies. In aserial rebuild policy, a storage system rebuilds The modeling error results in both traditional Markov

the first failed disk in its entirety before rebuilding thexhe mOdeIS producing a similar,_conser\_/ative reliability cal-
failed disk, and so on. In eoncurrent rebuild policy, a culation. We believe _that this explalns_vyhy I-!afner and
storage system begins rebuilding failed disks as they faﬁ.ao C(_)ncluded .that d|ﬁergnt _rgbuﬂd pol|c!es did not lead
Fi 1il h ditional Mark q Ito noticeably different reliability calculations [3]. We

; |gured. Lustrates the tWIO tra '“g‘if fr’llr ov moh €lSIso believe that every additional disk of redundancy com-
Iolra almlf 'S hsystem td_at to erzra]teﬁ 'Sb a ?rfegl. Jd? l{)(?undsthe error due to incorrect Markov modeling of disk
abet of eact sLatedm |(I:atest € nu_ltr;] er ot 1afle f's Bbuild. We discuss all of our concerns with reliability
statem_+ list © atla 0SS s.tate. he tran;mons "OMarkov models and multi-disk fault tolerant systems in a
left to right are disk failures, with being the failure rate. pending technical report [2]

The transitions from right to left are disk rebuilds, wjth '

being the rebuild rate.

For single disk fault tolerant systems, the serial afRefer ences
concurrent rebuild models are identical, and are correct.
For multi-disk fault tolerant systems, both rebuild mode|4] J. F. Elerath and M. Pecht. Enhanced reliability mod-
are incorrect. The same modeling error is made in each eling of raid storage systems. MSN-2007, pages
case. The rebuild transitions for states 2 througtare 175-184. IEEE, June 2007.
incorrect: they model the rebuild of the disk that failef?] K. Greenanand J. J. Wylie. On the reliability of XOR-
most recently, whereas reliability is dominated by the re- based erasure codes. Technical report, HP, February
build of the disk that failed earliest. In essence, tradgio 2008.
Markov modelsreset the rebuild time for all disks being[3] J. L. Hafner and K. Rao. Notes on reliability models
rebuilt whenever another disk fails. The traditional se- for non-MDS erasure codes. Technical Report RJ—
rial rebuild Markov model thus models a rebuild policy 10391, IBM, October 2006.



