Repairing Erasure Codes

Dimitris S. Papailiopoulos and Alexandros G. Dimakis
University of Southern California
Email: {papai | i o, di maki s}@isc. edu

Abstract—Distributed storage systems introduce redun- referred to as blocks (essentially using the idea of array
dancy to increase reliability. When erasure coding is used, codes [4], [5]).
the exact repair problem arises: if a node storing encoded
information fails, in order to maintain the same level )
of reliability we need to create encoded information at A
A+B A+B
a new node. This amounts to a partial recovery of the |— I—I | |;|

L B |
code, whereas conventional erasure coding focuses on the I A, | | B, | A;+B, |A1+A2+Bz|
B, |

complete recovery of the information from a subset of
encoded packets. The consideration of the repair network
traffic gives rise to new design challenges. Recently, it was z
established that maintenance bandwidth can be reduced by

orders of magnitude compared to standard erasure codes
using network coding techniques. We discuss this work in
progress and several theoretical and practical challenges

on designing erasure codes specifically for storage systemé;]igt'h el'pr;?(:urzp:;’oggae”sgi’::ﬁ) f;‘ﬁgg‘"}ﬁf&l‘ztﬁﬁti;hteaf:gg‘:;”Od
when maintenance communication matters. failure by creating a new node (the newcomer) that still foan(4,2)

MDS code. In this example it is possible to obtain exact mrepsi

|. INTRODUCTION communicating blocks, which is the information theoretic minimum
) cut-set bound.

When deployed storage nodes are individually un-
reliable, redundancy must be introduced to improve The problem of interest is best illustrated through
availability and durability. Erasure coding techniques cahe example of Figure 1: Assume a file of total size
potentially achieve orders of magnitude more reliabilit\1 = 4 blocks is stored using thét,2) Evenodd code
for the same redundancy compared to replication (sekthe previous example and the first node fails. A
e.g. [3]). Cleversafe and Wuala are using erasure codimgwcomer node needs to construct and store two new
techniques and it seems that they are becoming mdecks so that the three existing nodes combined with
popular, especially for archival storage. Most storage sybe newcomer still form g4,2) MDS code. We call
tems use off-the-shelf erasure codes like Reed-Solontbis therepair problem and focus on the required repair
codes and the related information dispersal algorithm bb&ndwidth. Clearly, repairing a single failure is easier
Rabin. Our research group focuses on coding theordti@n reconstructing all the data: since by assumption
designs and information theoretic bounds, specifically fany two nodes contain enough information to recover all
distributed storage systems. the data, the newcomer could downloadblocks (from

One specific problem we are currently focusing oany two surviving nodes), reconstruct all four blocks
is the challenge of maintaining an erasure encoded rgmd storeA;, A,. However, as the example shows, it
resentation. We are specifically interested in maximuis possible to repair the failure by communicating only
distance separable (MDS) erasure codes, with Redtiree blocksBy, As + By, A1 + Ay + By which can be
Solomon codes being perhaps the most popular exampigsed to solve ford, As.
Given two positive integers andn > k, an(n, k) MDS The repair problem and the corresponding regenerat-
code can be used for reliability: the data to be storedirsy codes were introduced in [10] and received some
separated intd: information packets that are encodedttention in the recent literature (see the online bibliog-
into n packets (of the same size) such tlaaly k& out raphy and the survey paper [1], [2]). The greatest interest
of thesen suffice to recover the original data. An MDSstreams from the fact that the fundamental lower bound
encoded storage system can tolerate @my- k) node on the total repair bandwidth outperforms the naive
failures without data loss. It is important to note that ea@rasure code repair by roughlyl @ factor. Surprisingly,
storage node can store multiple sub-packets that will beere are new code constructions that can achieve this




1/k factor reduction in network maintenance bandwidth, Finally, the issues of security and privacy are impor-

close or matching the aforementioned bound. This contest for distributed storage. When coding is used, errors
in sharp comparison with the straightforward applicatiotan be propagated in several mixed blocks through the
of Reed—-Solomon or other existing codekere the repair process [11] and an error-control mechanism is
whole data object needed to be downloaded for the required. A related issue is that of privacy of the data
reconstruction of a single encoded block. Erasure codes by information leakage to eavesdroppers during repairs
that match the information theoretic lower bounds fdd2].

repair communication are known as regenerating codes.
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Most of the prior work in this area has focused on the
size of communicated packets. However, to create these
packets, more information is actually read and merged
by XORing before communication. In several cases, it
may be that the amount of information that must be read
from the storage nodes forms a bottleneck. It would be
very interesting to characterize the minimum disk 1/O
required to repair an erasure code (see also [13]).



