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ABSTRACT

Implementations of spatial regression discontinuity estimation and inference vary considerably in
the literature. I show that many commonly used estimators for spatial RDDs, albeit working well in
common scenarios, generally do not identify the local average treatment effect at the RD boundary.
Second, I propose a way to report heterogeneous treatment effects alongside the RD cutoff. Third,
I introduce randomization inference to the spatial RD framework by creating a set of functions that
allow to randomly shift borders. These tools might be interesting for other identification strategies
that rely on the shift of boundaries. A companion R-package, SpatialRDD, includes all the tools
necessary to carry out spatial RD estimation, including the proposed improvements. The package
makes such applications more transparent, and, more importantly ensures easy and straightforward

replicability of all necessary steps.
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1 Introduction

The regression discontinuity design (RDD) is an integral part of the modern causal inference toolbox and is being
applied across many disciplines. Dating back to [Thistlethwaite and Campbell, 1960], it tremendously gained in
popularity and importance throughout the last two decades [see e.g. Cattaneo et al., 2019, for a recent overview].
When applicable, it allows the researcher to obtain credible causal estimates from purely observational data. In a
traditional RDD, the units of observation have a one-dimensional score, sometimes referred to as a running variable.
Treatment and control status is assigned based on a single cutoff value of the score that depends only on external
factors: all units in the sample with a score above or below a known cutoff are assigned treatment while the rest is not.
Under certain straightforward identifying assumptions, the observed jump in the dependent variable of units near the

cutoff then represents a (local) average treatment effect [Hahn et al., 2001, Imbens and Lemieux, 2008].

Recently, there has been a growing interest in applications that extend this approach to two or more running variables.
For the general case of multivariate RD designs (MRDD) several methodological contributions have been made [Mat-
sudaira, 2008, Papay et al., 2011, Imbens and Zajonc, 2011, Zajonc, 2012, Reardon and Robinson, 2012, Wong et al.,
2013], while [Keele and Titiunik, 2015] explicitly focus on geographic RD designs and juxtapose several ways for
estimation. Implementations of spatial regression discontinuity estimation and inference, however, vary considerably
in the literature, with many researchers fully relying on approaches from the classic RD literature and others focus-
ing on flexibly controlling for geographic variation or simply compare averages of units sufficiently close to the RD

boundary.

In this paper, I first juxtapose commonly used spatial RD estimators and show that some are biased when the underlying
data generating process (DGP) exhibits a spatial pattern - sometimes not being able to detect a discontinuity and
sometimes reporting an RD effect when there is none. Second, I build on Zajonc [2012] and highlight ways to leverage
the two-dimensional nature of spatial RDs for visualization, estimation, and inference. With simulations, I illustrate
that, in theory, one can trace out a boundary-wide treatment effect curve. Third, I introduce randomization inference to
the spatial RD framework and propose a way to obtain Fisher exact p-values by randomly creating counterfactual RD
boundaries. Everything that is being proposed has been implemented in the (geo-)statistical R-package SpatialRDD
[Lehner, 2020]. This software will also make it easy for researchers to carry out robustness checks and make their

spatial RD designs fully replicable without having to intransparently rely on point-and-click GIS software.

By comparing all commonly encountered ways of spatial RD estimation in the literature on simulated data, I establish
they deliver approximately similar point estimates when there is no spatial component in the DGP. When there are
spatial trends, however, some estimating equations do not estimate the correct RD effect with the direction of bias
being ambiguous. Depending on the DGP imposed, they either over- or under estimate the effect and sometimes even
fail to detect an effect. I establish that it is crucial to allow the conditional expectation function to have different slopes

on either side of the RD boundary - as is common practice in the standard RD literature.
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By explicitly taking into account the two-dimensional nature of geographic RDs, I follow Zajonc [2012] and show how
one can estimate heterogeneous RD effects alongside the boundary. While explicitly integrating/summing estimates
over the entire boundary will usually not differ from reducing the problem to one dimension and using distance to
the nearest boundary as a scalar forcing variable, I stress two appealing advantages to this approach. First, it makes
it possible to leverage the spatial dimension in visualizations. In standard RD designs, credibility often stems in
large part from communicating the main results using simple graphs. In practice, however, researchers so far collapse
the two-dimensional running variable into a single score and only visualize that. Showing (possibly differing) RD
estimates alongside a cutoff gives researchers an opportunity to resort to “visual RD” [Angrist and Pischke, 2014]
also in spatial applications of discontinuity designs. Second, such visualizations can be informative for researchers by
illustrating heterogeneity and allow to investigate specific channels through which a discontinuously induced treatment
operates. While the computation of all of the above in reality is infeasible with common GIS software, I illustrate how

it can be done in a time-saving and replicable way with the functionalities of the SpatialRDD package.

I also clarify some misconceptions when it comes to coordinate references systems - an aspect that usually gets
neglected in applied research but deserves more attention. Researchers have to make a choice whether they want
to work with angular coordinates (longitude and latitude) or whether they want to map these angles onto R? with a
projection system. I will argue that the latter is preferred for a variety of reasons. If one decides to work with angles,
however, they have to make sure that computations are actually being carried out on a sphere. Conventional GIS
software, when provided with spherical coordinates, “under the hood” typically maps these onto a plane by simply
treating the two angles as x- and y-coordinates (Plate carrée, the equidistant cylindrical projection) [see e.g., Chrisman,
2017, Tobler, 2002]. This leads to incorrect geometric operations and wrong distance calculations, the degree of bias

increasing with distance to the equator’.

Furthermore, the paper presents and implements an approach to easily shift and move borders, making robustness
checks and replication of spatial RDDs more transparent. I further extend it to allow for the creation of random
borders. This will be useful more generally for research that relies on moving and shifting geographic features for
identification or robustness checks. It can also be easily extended towards classic multi-cutoff RDD applications by
just moving the coordinates into a different coordinate system. To give an example from the education literature, one
could replace the x-y coordinates in space of a projected system simply with the range of test scores for two separate

entrance exams - allowing to work with lines and polygons in R2.

Specifically, I use the functionalities to randomly create (counterfactual) borders and introduce randomization infer-
ence to the spatial RDD literature. Distribution free inference provides an alternative to conventional hypothesis testing

that might be appealing in this context due to looming concerns of spatial dependence of potentially unknown form.

Notable early papers that exploited spatial discontinuities for identification are Holmes [1998], Black [1999], and

Bayer et al. [2007]. Dell [2010] became a classic reference in the Economics literature, using insights from trend-

IR is an exception, where calculations are being carried out on the ellipsoid when geographic coordinates are provided since the
implementation of s2 [Dunnington et al., 2023] when sf is used [Pebesma, 2018].
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surface modelling to flexibly control for space by including polynomials in the x-y coordinates as additional regressors
[Legendre, 1993, Schabenberger and Gotway, 2004]. Even though the strong RD identifying restrictions often fail in
geographic contexts, most importantly due to sorting, the number of applications keeps growing as the availability
of disaggregated geospatial data is steadily increasing. For example, scholars have used discontinuities in land use
regulations [Turner et al., 2014] or urban planning [Michaels et al., 2021], while others link historical discontinuities
with modern-day data to establish persistence [e.g., Ambrus et al., 2020, Fontana et al., 2023]. All approaches and
suggestions discussed in the paper naturally extend to applications where the adoption of treatment status is regarded
as fuzzy [e.g., Basten and Betz, 2013] or where the sorting assumption is violated [e.g., the “border contrast” design

of Eugster et al., 2017].

When it comes to the randomization of borders, the functions of SpatialRDD make it possible to implement tests
without distributional assumptions to carry out inference with geographic vector data (lines and polygons). These can
potentially be useful for many applications in the social sciences, where randomization inference [e.g., Imbens and
Rubin, 2015, Cattaneo et al., 2015, Canay et al., 2017, Borusyak and Hull, 2020, Alvarez et al., 2022, MacKinnon
et al., 2023] and spatial “placebo-type” inference [e.g. Donaldson, 2018, Dell and Olken, 2020] have experienced a
recent surge in popularity. Randomization inference with spatial boundaries aligns with a longer tradition in spatial
statistics, where permutation based inference plays a central role already for a long time [e.g., for the global Moran’s I
Cliff and Ord, 1981; the Local Indicators of Spatial Association (LISA) Anselin, 1995; Ripley’s K Diggle et al., 2000;
Hahn, 2012, among others]. Broadly speaking, the randomization inference approach can also be viewed through the
lens of a growing literature in causal inference that focuses on the assignment process of observed exogenous shocks

[e.g., Borusyak and Hull, 2020, Shaikh and Toulis, 2021].

Section 2 quickly reviews the conventional RD design and Section 3 discusses it in the context of geographic applica-
tions. In Section 3.1 I try to make the coordinate reference systems and spatial projections more salient for researchers.
After introducing some additional notation, in Section 3.4 we will explore RD designs where the two dimensions are
explicitly accounted for. Section 4 discusses Poisson line processes and introduces randomization inference with bor-
ders. In Section 6 I will simulate different (spatial) data generating processes (DGPs) in order to illustrate all of the

above.

2 The Regression Discontinuity Design

An RD design has three core components: a score, a cutoff, and a treatment with known assignment. The score is
often referred to as running- or forcing variable and for every unit of observation ¢ = 1,2, ...,n which has a score
above the cutoff value, we say that treatment was assigned. Formally, we can define the treatment indicator, D,,
as D, = D(X;) = 1(X,; > ¢), meaning that a unit is treated if the score exceeds the ex-ante known threshold c.
In addition, each unit ¢ has two potential outcomes, Y;(0) and Y;(1), where the former is the value of the outcome

variable in the absence of treatment and the latter having received treatment. This can be written as
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where f(X,) =(1—D,)-Y;(0)+ D, - Y;(1) and ¢, is an i.i.d. error term with an expected value of 0. The outcomes
Y, are called potential because even though every unit 7 is assumed to have both, in reality we will only observe one of
the two [the so-called “fundamental problem of causal inference”, Holland, 1986] - depending on whether treatment
was assigned or not. This is why it is often said that causal inference is inherently a missing data problem [e.g. Ding
and Li, 2018]. For the so-called sharp RD design, it has been shown that if the regression functions E[Y;(0) | X, = z]
and E[Y;(1) | X; = z] are continuous at the cutoff, x = ¢, one can obtain valid estimates of the local average treatment

effect:

o = E[Yi(1) = Y,(0) | X =] =ImE[Y; | X; = 2] —HmE[Y; [ X; =]
xlc Tc

The idea was first formalized by Hahn et al. [2001]. An accessible and extensive treatment of the many methodological
innovations in the RD literature over the last years can be found in Cattaneo et al. [2019]. See Cunningham [2021] for

a very intuitive textbook introduction to the method.

In an RD design, the assumption of overlap is violated since it is not possible to observe units with either D = 0 or
D =1 for a given value of the forcing variable X. To compensate for the failure of the overlap condition, a continuity
assumption is required. In other words, we cannot observe treatment and non-treatment for the same value of X, but
we can observe the two outcomes for values of X around the cutoff point that are arbitrarily close to each other. A
central goal of empirical RD analysis is therefore to adequately perform (local) extrapolation in order to compare

control and treatment units [Cattaneo et al., 2019].

In order to reduce the bias of such an extrapolation exercise, estimation is not carried out globally, but locally within
a small bandwidth h around the cutoff. The practical challenge is then to come up with a heuristic for how small
or large to make this bandwidth. Generally speaking, the preferred method for boundary estimation is local linear
regression, separately on either side of the cutoff and taking the difference between the adjoining estimated endpoints.
This is the same as estimating the conditional expectations function nonparametrically, allowing for a discontinuity
[Hansen, 2022, Ch19]. The usage of polynomials should be discouraged because series estimators have high variance
at the boundary [see e.g., Gelman and Imbens, 2019, Hansen, 2022]. For efficient estimation at boundary points, a
Triangular kernel is recommended”. Several heuristics for data driven bandwidth selection have been proposed [e.g.,
Imbens and Kalyanaraman, 2012, Calonico et al., 2014]. Cattaneo et al. [2019] offer a comprehensive discussion of
virtually all approaches and their recommendations are implemented in the package rdrobust [Calonico et al., 2014,

2015].

>The Epanechnikov and Gaussian have similar efficiencies, however, and some authors have made a case for the Rectangular
kernel (resulting in an efficiency loss of about 3% in root AMSE)[Hansen, 2022, Ch19.10]
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2.1 A different approach to estimation

Rather than estimating a regression function on either side of the cutoff and taking their difference when = = ¢, one
can obtain the same point estimate by fitting a single linear regression that includes an interaction term between the
treatment indicator and the score. These approaches are algebraically equivalent [see e.g. Cattaneo et al., 2019, Hansen,
2022]. Crucially, for the correct interpretation of (;, the score has to be re-centered such that the cutoff occurs at 0

and the following standard regression estimated for the subsample of observations when | X — ¢| < h:

Y, =By + 81 D+ By (X; —¢) + By Dy x (X; —¢) +g,. ()

In this specification, (3, is simply the effect of D, on Y, when the re-centered score is 0, that is, at the cutoff - which
is exactly our RD parameter of interest. Kernel weights have to be computed ex-ante with the respective formula and
can simply be plugged in to obtain weighted least squares estimates. While it is computationally more convenient to
incorporate Equation 1 as an OLS regression, one still has to resort to RD software for the bandwidth computations

(the excellent rdrobust should be the first choice [Calonico et al., 2015]).

3 The Spatial Regression Discontinuity Design

This section illustrates how the conventional RD framework can be applied in geographic settings. In general there
are two ways of estimation that are commonly encountered in applied research. Both of them are treating space in
a uni-dimensional fashion by computing the shortest distance to the geographic cutoff for every point, stacking all

observations, and then use the shortest distance as a one-dimensional score.

The first commonly encountered approach regresses the outcome within a bandwidth on a treatment indicator, a set
of boundary segment categories, control variables, and sometimes (polynomial) controls for the position in space -
similar to what is done in trend surface analysis. The second uni-dimensional approach applies the non-parametric

estimation outlined above, often including fixed effects and controls to increase precision.

In Section 6, I illustrate with simulations that the former specifications - albeit working well in conventional contexts
- generally do not recover the (local) average treatment effect. Their bias increases with the degree of the spatial
trend of the outcome variable. The non-parametric procedure outlined above, instead, estimates the correct effect size.
Its equivalent, allowing for both a shift in intercepts and slopes, can be conveniently estimated with OLS and the

appropriate interaction term - as outlined above.

A drawback of these uni-dimensional approaches - even though they typically utilize segment fixed effects as an
appropriate way to ensure only units close to each-other are compared - is that they mask potential heterogeneity. As
a further step in Section 3.4 I will illustrate a way to get at this heterogeneity through a straightforward approach
[Imbens and Zajonc, 2011, Zajonc, 2012, Keele and Titiunik, 2015]. In Section 8, we will also see that this approach

can - at least in theory - be used to trace out a whole treatment effect curve alongside the RD boundary. In practice,
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however, this can be prove to be infeasible due to a sparsity of observations close to the cutoff that researchers often

encounter.

3.1 Some Notes on Choosing a Coordinate System

In general, there are a few important considerations for choosing a coordinate references system (CRS) when working
with spatial data. The two options at a high level are to either work with geographic - sometimes referred to as
ellipsoidal - coordinates (expressed as degrees latitude and longitude, pointing to locations on a sphere approximating

the Earth’s shape) or projected coordinates (on a flat, two-dimensional space)?.

Because of the way conventional GIS software typically handles computations with (unprojected) data on the sphere,
it is generally recommended to transform the data using a (local) projection system, which implies working with

distances in meters and geographic operations on the plane®.

When location data in terms of angular units (represented by longitude and latitude in a geographic coordinate space)
are provided, they need to have an attached datum in order to uniquely describe points on the Earth’s surface. WGS84,
a “one-size-fits” all global datum, is usually the most common choice and often implicitly assumed when no specific

information is provided®.

In order to project angular data, one has to define a set of rules to translate the curved surface of the Earth onto a
two-dimensional plane. Each projected CRS is a combination of an underlying geographic CRS and a projection that
tells the map how to distort the earth onto a flat surface. A natural choice for a study relying on a spatial RDD would
be the Universal Transverse Mercator (UTM) projection. It divides the globe into 60 zones and one has to find the right
one for the specific study area at hand. UTM is conformal and thus preserves angles and shapes across small regions.
Distances and areas, however, will be distorted. Projecting ellipsoidal coordinates always comes with a trade-off and
means that shapes, directions, areas, or even all three, are distorted [Iliffe and Lott, 2008]. Since most spatial RDDs

are carried out over relatively confined geographic spaces, this is less of a concern if an appropriate projection has

3Longitude is the location in the East-West direction in angular distance from the Prime Meridian plane. Latitude is the angular
distance North or South of the equatorial plane. Angular longitude and latitude coordinates may be expressed in degrees, minutes,
and seconds, or in decimal degrees. An arcminute is 1/60th of a degree and an arcsecond is 1/3600th of a degree. For example, 40
degrees and 30 minutes is the same as 40.5 degrees. For reference, a degree is roughly 111 kilometers (or 69 miles) long at the
equator. In a projected CRS we simply can work with xy coordinates in the Euclidean plane, R2.

“Most GIS software does not carry out calculations on the ellipsoid when geographic coordinates are provided but models
the Earth with flat map projections [see e.g., Chrisman, 2017]. Usually this is done by treating longitude and latitude as the xy
coordinates on a flat space (Plate Carrée, also called the equirectangular projection), leading to wrong distances and geometric
operations [see e.g. Bivand and Pebesma, 2023, for a discussion]. Even though many of the issues when it comes to computations
with data that are declared in an ellipsoidal CRS have been largely resolved in R due to the implementation of s2 [Dunnington et al.,
2023, Pebesma, 2018], T still recommend working in a projection because many operations and packages still only work in R? -
even in R.

5Often it is being said that “coordinates are in WGS84” which is not entirely correct and refers to a situation where long/lat
is relative to the WGS84 datum. It lays out a set of rules about the shape of the Earth, to which point of the Earth the origin
is associated, and how it is directed. WGS84 is often referred to as a (geocentric) geographic CRS, which is unambiguously
determined only by its corresponding EPSG code, 4326. In this special case, WGS84 refers to both the ellipsoid/spheroid and the
datum at the same time. As the shape of the Earth is not a perfect ellipsoid, several ellipsoids with different shape parameters and
bound to the Earth in different ways are being used. Precision can be increased for specific areas by choosing a local datum, which
shifts the ellipsoidal surface to align with the surface of a particular location. For example, the Australian Geodetic Datum 1984
is designed to fit the Earth around Australia whereas NAD27 increases precision when working on the continental US and NAD83
(EPSG:3435) is very specific to the state of Illinois alone. It might be advisable to change the datum according to the area the data
is located in order to ensure higher precision [see, e.g., Ince et al., 2019; or Lovelace et al., 2020, chapter 2.4, for discussions].
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been selected. Researchers can get assistance in choosing an appropriate CRS on CRS-explorer.proj.org or with the R
package crsuggest [Walker, 2022]. Comprehensive discussions of coordinate systems and map projections can be
found in Maling [1992], Arlinghaus and Kerski [2013], Lovelace et al. [2020], Bivand and Pebesma [2023] and many

others.

3.2 Some Notation

Every observation 4 receives a description of its location in space as an additional attribute. x; € X is a vector of
length two and its elements, (;, Zo;)’, refer to the x- and y-coordinates in R? in case the data are projected or, in case

of unprojected data, to the angles - longitude and latitude - pointing to locations on a sphere, 52.

To proceed further, we now need to introduce geometries and formalize the required operations on them. In addition to
the already described points, we will need lines and polygons. To describe spatial relations of two geometries (“binary
predicates”), we will follow a well-established approach in geospatial topology by Egenhofer and Franzosa [1991].
Let Pt and ¢ be the treatment and control polygons which fully tessellate the study area (usually a rectangular
bounding box). All points that are located in ! are part of the “treatment group”, X' NP = X%, and all points that are
located inside € are thus part of the “control group”, X' N P¢ = X' . We obtain the RD boundary by intersecting the
boundaries of the two polygons, B = B(P*t) N B(P¢), where B is a line with dim(B) = 1. Depending on whether a
researcher decides to work with Cartesian coordinates in a projected coordinate reference system (CRS) or with angles
- longitude and latitude - in an unprojected (“geographic”) CRS, the geometries are defined either in R? or on a sphere,

S2 . Treatment status is assigned if a point lies within the treatment polygon:

D, =1{x; N P} =1{x, € X*}.

3.3 Estimation of Uni-Dimensional Specifications

The most intuitive and widely adopted way to carry out a spatial RD estimation is by treating the distance to the RD
boundary as a uni-dimensional score, just as in the generic setting in the previous section. This is what Cattaneo et al.
[2023] call the estimation of normalized-and-pooled treatment effects. To obtain the score we simply have to compute

the shortest distance to the line 5 for every observation i:

dist; = d(x;, B),

where in the case of projected data with Cartesian coordinates this is simply the Euclidean distance. When the coordi-
nates refer to angles, it is the spherical distance. The cutoff, c, is then naturally when dist = 0. Finally, we have to
make the distance to the cutoff of one of the two groups negative by just multiplying all distances of either the treated

or the control units by -1.

RD boundaries in real-world applications can be of substantial length. When estimating Equation 1, this could lead to

some undesirable comparisons in practice. For example, units can have a very small score and thus be very close to


https://crs-explorer.proj.org
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the uni-dimensional cutoff, but in reality be geographically very far away from each other. To ensure that we compare
only units in close proximity, we can first split the cutoff into several different segments, B = U{Bs}le. Then, for
every point x;, we compute which segment is closest, argmin d(x;, B,). The resulting categorical variable is then used
to create border segment fixed effects. These ensure thatsonly within-segment variation is exploited and thus rule out
comparisons of units that are geographically far away from each other. In practice, it is important to visualize these

border segments in a map for full transparency. The estimating equation can then be changed to:

y; = Bo + By D; + By dist; + B3 D; x dist;

s (2)
Y segi Vi dte,
s=1

where the variable seg® equals one if unit ¢ is closest to segment 5, and zero otherwise. In addition, one can add a
set of control variables, v;. These controls, however, should not be used to correct for a discontinuity in an important

pre-treatment covariate - i.e., to restore the validity of the desing [see, e.g., Cattaneo et al., 2019].

In practice, researchers often estimate an OLS specification without the interaction term or include a polynomial in
location x; and w,; as a control variable to the above regression®. In a specification where the interaction between
dist; and the treatment indicator D, is included, this addition changes little. And, more importantly, in a specification
where the interaction is replaced with the polynomial in location, it can lead to biased estimates when, for example,

the dependent variable exhibits a spatial trend.

In section Section 6.3 I will illustrate that it is paramount to allow for different slopes on both sides of the cutoff, i.e. to
estimate Equation 1. With simulations I show that running an OLS regression of the outcome on treatment status
within a small bandwidth or controlling for space with polynomials in xy-coordinates can recover the correct effect
size in common situations. However, when there are for example spatial trends in the data - which are often to be
expected - these estimators fall short of recovering the RD estimate. I will illustrate one situation where they report
an effect even if there is none, and a situation where they fail to detect an effect even if there is one in the underlying
simulated data. It should therefore be encouraged to only rely on estimating regressions as outlined in Equation 1 or

Equation 2 when it comes to uni-dimensional specifications.

Triangular kernel weight in practice, show formula. Kernel choice has little impact in practice; hence some scholars
suggest to use a rectangular kernels can be used for simplicity and convenience [e.g., Lee and Lemieux, 2010].

3.4 The Spatial RDD as Two-Dimensional Design

A spatial RD design is a special case of a multi-score RD where treatment assignment is determined based on the x-y
position in space and the discontinuity is represented by a geographic boundary. A key difference is that the treatment

assignment rule cannot be based on multiple scalar cutoff rules, e.g., being above the treshhold simultaneously in two

SFor example, for a second order polynomial this would entail adding o, * Ty, + 0ty * To; + Q3T1; X To; + T2, + 572, to the
regression - very much in line with the literature on trend-surface modelling [see, e.g., Legendre, 1993]

10
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entrance exams, because treatment polygons in practice are rarely convex. In practice, so far most researchers abstract
from the two-dimensionality and collapse the assignment rule into a one-dimensional score by computing the shortest
distance to the cutoff for every unit 7. This approach was illustrated in the previous section. We will see in Section 6

that it can recover the average effect at the cutoff.

Border discontinuity designs, however, allow to identify a wider set of parameters by estimating an effect along
the treatment boundary’. This has already been suggested by Holmes [1998] and was formalized by Imbens and
Zajonc [2011] and Zajonc [2012]. I build on this approach, illustrate its workings with Monte Carlo simulations, and

implement it into (geo-)statistical software for easy replication [Lehner, 2020].

Specifically, for every single point by, € B alongside the boundary we can estimate a treatment effect, 7(b,,). Every
boundary point is defined by two elements, (b, by,)’, referring to the x- and y-coordinates in R? in case the data are
projected or, in case of unprojected data, to the angles - longitude and latitude - pointing to locations on a sphere, S2.
Additionally, we need a two-dimensional score, defined in the same respective space - X. The RD treatment effect at

every point on the boundary can then be written as

Terp(bp) = E[Y;(1) = Y;(0) [ X = b] 3
and a boundary-wide treatment effect, 7gry, can be obtained by taking the expectation over the whole boundary.

Let Nﬁh (by) = N, (b,) N P* be the neighborhood of points that receive treatment and Nj (by) = Ny, (by) N P°

the neighborhood of points that are in the control group.

Using the approach outlined for the uni-dimensional case, we can then estimate a treatment effect by (locally) extrap-

olating at every boundary point:

Tarp (by) = Jim E [V, | X e N (by)] — Jim E [V, X e N; (by,)] . )

In addition to the continuity assumption, we also have to impose a boundary positivity assumption [Imbens and Zajonc,
2011], ensuring that both treated and untreated units exist for every boundary point. In practice, one will often be forced
to take this one step further and make sure to select boundary points with a sufficiently large number of observations
in their vicinity in order to avoid obtaining overly imprecise estimates®. For identification, we can rely on the standard
RD result from Hahn et al. [2001]. Estimating Equation 4 as outlined in Section 3.3 ensures that the lines have different

slopes on both sides of the cutoff for every boundary point and identify the local average boundary effect correctly.

In order to obtain the boundary-wide treatment effect, instead of integrating over the whole boundary, we can approx-

imate it with

7See — for applications for the general case of discontinuity designs with multiple scores
8As pointed out by Cattaneo et al. [2023], it is important to check the density of the distance measure because a very low number
of observations with distances near zero will result in excessive extrapolation in RD estimation.

11
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As the number of boundary points increases, this will approach an integral. In the simulation section we will see that

a modest number of points suffices to estimate Tz . Zajonc [2012] proposes to use the estimated bivariate density of
coordinate vectors for every boundary point as weights. However, the varying bandwidths for every boundary point
imply that the number of observations included in the local estimation is changing flexibly. Therefore, a more intuitive
and transparent approach would be to weigh boundary point estimates by the resulting sample size that was chosen by
the bandwidth selection algorithm [Calonico et al., 2015] for estimation. This will ensure that more precise estimates

receive a higher weight in the computation of the boundary-wide effect.

Inference on the boundary-wide effect can be done using two straightforward methods. First, plugging into the formula
for the nonparametric delta method as proposed by Zajonc [2012]. Second, simply rely on resampling methods to

calculate the standard errors.

Finally, as pointed out in Tristan Zajonc’s thesis [Zajonc, 2012], explicitly integrating/summing estimates over the
entire boundary will often not differ from reducing the problem to one dimension and using distance to the nearest
boundary as a scalar forcing variable - the approach we illustrated in Section 3.3. However, I argue that estimating
several RD coefficients alongside the boundary is useful for two main reasons. First, it helps researchers understand
potential heterogeneity that can occur in terms of treatment effects which, in turn, might give useful insights for the
research question at hand. For example, it could be that an RD effect is driven by only a few segments alongside the
border while there is no jump in the outcome variable in other parts. Understanding why a jump only occurs on one part
of the cutoff and not on the other can help in narrowing down potential channels through which a treatment operates
and whether there are mediating variables. Another motivation for considering the two-dimensional estimation is for
visual reasons alone. One of the main reasons why regression discontinuity in general is a very popular and intuitive
estimation method is that it can be visualized in a very straightforward and simple way (“visual RD”, Angrist and
Pischke [2014]). Even though in spatial implementations of RDDs there is a second dimension, that it, space, it gets

usually thrown out.

4 Randomization Inference for Boundary Designs

As noted in the introduction, tests based on randomization inference have experienced a surge in popularity in recent
years. The idea dates back to Fisher [1935] and was first formalized by Pitman [1937; see David, 2008, for a brief
history] and offers a distribution-free way to perform hypothesis tests. A formal introduction to the concept can be
found in Lehmann and Romano [2005], Chapter 15.2. The idea of randomization inference boils down to comparing
a test statistic that is actually observed with a set of test statistics that might have been observed if treatment had been

assigned differently. This procedure works for any choice of test statistic, 7'(-), and any outcome-generating process.
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The empirical distribution of the values of a given statistic recomputed over transformations of the data then serve as

a null distribution and we can approximate a p-value:

R
Prr=RT1> UI(BY)>T(BY)}

r=1
In other words, we count the number of times the counterfactual test statistic under randomization was larger than
the observed original test statistic and divide by the number of randomizations. Note that the randomness of the test
statistic comes solely from the randomization of the RD boundary, B", which in turn determines the counterfactual

treatment assignment.

It is only an approximation, because in practice the number of all potential permutations is too large, and it is compu-
tationally infeasible to enumerate all possible values of the treatment vector. We therefore approximate p,; by Monte

Carlo.

The fact that treatment follows a spatially contiguous assignment mechanism in the spatial RD framework complicates
matters for practical implementation. Randomly re-assigning treatment status - like in a “conventional” RI exercise
- will thus not yield a valid counterfactual randomization distribution because the treatment was not independently
assigned. When there is a spatial assignment mechanism, the transformations of the data over which the statistic
of interest has to be recomputed in order to serve as a null distribution has to follow a valid assignment process. RI
procedures are valid only when the distribution of the test statistic is invariant to the realization of the re-randomizations
across permutations of assigned treatments [Lehmann and Romano, 2005, Section 15.2]. It is therefore important to

incorporate all available information about treatment assignment in conducting the re-randomization [?].

To be more specific, we randomly draw a counterfactual discontinuity in space, B", use it to create two polygons, P!"
and P that tesselate the bounding box of the study area, assign treatment and control status based on these polygons,
and then estimate an RD specification and store T'(-), our test statistic of interest. We repeat this procedure | R| times
and if the original value of the test statistic is far in the tails of the simulated null distribution, we then have grounds to

reject the null that 3, = 0.

Following MacKinnon and Webb [2020], in this note we will focus on randomization inference based on two test
statistics, RI-3 and RI-t. The former uses the conventional test statistic 7y, that has been introduced in Section 3,
or rather its regression equivalent ﬁAl, and RI-¢ uses the robust t—statistic. It has been shown that the latter approach
is valid under stronger assumptions in finite samples, and also asymptotically valid under weaker assumptions [e.g.

Janssen, 1997, Chung and Romano [2013], Bugni et al. [2018], Wu and Ding [2021]].

This procedure, in a nutshell, requires the following steps:

1. Create a random discontinuity

2. Assign all datapoints to either the randomization treatment or control group

13
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3. Compute the distance of all datapoints to this randomization discontinuity to obtain a randomization inference
score

4. Carry out the RD estimation

Repeat this procedure R times. The R package SpatialRDD [Lehner, 2023] allows researchers to unify all of these
tasks in a replicable and streamlined way. The crucial part of this exercise is the creation of a random line, B", in every
iteration r € {1, ..., R} within the bounding box of a given research study. Each random line is then used to create

the two randomization polygons, ™ and P°", in order to assign (placebo) treatment and control status.

4.1 Creating Random Lines and Polygons

In this note I propose to rely on a poisson line process due to its computational simplicity and because it can be easily

implemented in R with package’®

In a nutshell, lines can be parametrized by just two parameters, a (perpendicular) distance r € (0, co) from the origin
and an angle 0 € [0, w) with the x-axis. Each point (7, §) can be generated in a so-called representation space from a
Poisson process on (0, 00) X [0, 7r) with intensity %)\ dr df. Each of the generated points in the representation space
can be mapped onto a line in the original space. In other words, a point process in the representation space gives a line
process in the original space - the bounding box of a study. The number of lines, i.e. the intensity of the process, will
be a Poisson random variable. In this context that’s not a crucial parameter as long as it leads to the creation of more

than one line since we only need to create a single random boundary in every iteration.

More details can be found in texts on poisson processes Kingman [1993] and stochastic geometry more generally Chiu

et al. [2013].

In practice, poisson line processes can be simulated in R via spatstat [Baddeley and Turner, 2005, Baddeley et al.,
2019]. The necessary functions have been adapted and nested into SpatialRDD and SpatialInference which build
upon these and carry out all the needed further steps outlined above, i.e. create randomization polygons and re-assign

treatment status'®. In Section 7 I illustrate how to operationalize all of the above in practice on simulated data.

5 Threats to Identification

The key regression discontinuity identifying assumption is that all relevant factors besides treatment vary smoothly at
the cutoff. Balancing checks are the appropriate way to assess the plausibility of this assumption''. Baseline covariates
are not needed for identification, but they can improve the precision of estimates when included in RD regressions [Lee,

2008, Imbens and Lemieux, 2008].

°I am grateful to Roger Bivand for encouraging me to rely on poisson line processes instead of trying create the randomization
borders from the original border of the research study. Even though in practice this works and can be implemented with the
functionalities of SpatialRDD. It is much harder, however, to establish true randomness of these borders.

10See the vignette for details

T ee [2008] shows that under certain conditions the distribution of baseline covariates in the RDD must be continuous at the
cut-off.
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The assumption implies that all possible determinants of the outcome, Y;, must be a continuous function of distance to
the RD boundary. This guarantees that untreated units that are close to the boundary serve as plausible counterfactuals
for units that were treated. The inclusion of boundary segment fixed effects ensures that not only units close to each

other in terms of distance to the cutoff, but also in terms of distance alongside the cutoff are being compared.

In the context of spatial RDDs, one of the biggest threats for the validity of the design is endogenous sorting around
the RD boundary.

5.1 Useful Robustness Checks to Ensure Validity

* illustrating that before the treatment occured, there was no jump in the outcome variable (this is often not

possible due to the unavailability of data)
 showing balancedness in key covariates (e.g., geography)
* showing balancedness of placebo outcomes

* shifting borders in different directions and demonstrate there is no effect at placebo cutoffs

6 A Simulation Study to Illustrate Which Estimators Work

In this section, I demonstrate the estimation techniques described above on a set of spatially simulated data. The
vector data used is from [Lehner2019a], representing the Indian state of Goa, and projected in the local UTM Zone43

projection system (EPSG: 32643)'2.

6.1 Simulations

The dataset contains a “treated” polygon, a polygon for the full extent that also defines the bounding box for our study,
and a line that represents the discontinuity in space. It comes together with the SpatialRDD package. The cutoff - a

historical border in Goa, India - is 129 kilometers long and the treatment area is 802 square kilometers large.

I randomly simulate 1,000 datapoints within this geography using R-package sf [Pebesma, 2018]. Each point 7 has
thus an assigned location x; € X'. Each of these points in space then get assigned four different variables that we are

going to use throughout:

1. A variable bound between 0 and 1 with a discontinuity of 0.1: education as measured by e.g. literacy rates

2. A variable that exhibits a uniform spatial trend: (euclidean) distance to coastline measured in kilometers

(dist2coast)

3. The same distance to coast variable with a jump of 5 (km) - artificially introduced at the cutoff

(D_dist2coast)

12The Universal Transverse Mercator (UTM) coordinate system is a set of coordinate reference systems (CRSs) that divides the
Earth into 60 longitudinal wedges and 20 latitudinal segments. The transverse Mercator projection used by UTM CRSs is conformal
but distorts areas and distances with increasing severity with distance from the center of the UTM zone.
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Figure 1: All c. 1000 (spatially) simulated observations and the values for the dependent variable. The red dashed line
depicts the discontiunity in space.

4. A variable with a spatial trend that is different for treated and control units (D_dist2cutoff) - exhibiting a

constructed discontinuity at the cutoff of 1

These variables represent extreme cases of the most common scenarios that researchers face when looking at real world
geographic data. Ideally, one would want to encounter scenario 1, with a clean discontinuity and no other disturbances.
In reality, however, some type of spatial dependence - in addition to a discontinuity - has to be expected. This is
illustrated with an extreme form of spatial autocorrelation by modelling a distance. This distance variable alone is
then illustrating the problems that can arise in estimation when a variable exhibits a spatial trend but no discontinuity.
Such a data generating process is common in practice, albeit in a less extreme version. For example, many variables
of interest for social scientists such as income, crime, or health are functions of first nature geography (e.g., climate or
elevation/ruggedness) or other geographic features such as the distance to a capital city or a central business district.
This can induce a variable to exhibit some type of spatial decay. The fourth variable introduces a special case where
we allow the spatial gradients to differ between treated and control units. This situation serves to illustrate that RD
estimation that does not allow for differential slopes can fail to detect a discontinuity in the data. Figure 1 visualizes
all observations in space. For our education variable, treated observations were assigned a mean of 0.7 by default
and received a random draw from a normal distribution with mean zero and a standard deviation of 0.15. The few

observations that ended up having values above 1 were assigned 1.0 by hand.

A default set of five border segments has been created for the parametric estimations using the border_segment ()
function. These are later going to be used as fixed effects categories in the regressions, ensuring that only locations
that are within the same segment are being compared to each other. In our simulation study, though, the segment

indicators/fixed-effects are not going to impact the point estimate of our treatment indicator due to the fact that we
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introduced a data generating process (DGP) that is spatially uniform. In this simulation section, we on purpose create
data with such a homogeneous and very straightforward structure in order to illustrate the functioning and performance
of the different spatial RDD specifications that were outlined earlier. Figure 2 visualizes the treatment assignment next

to the border segment categories.

segmentses,

ol
2
treated °
03
<0 04
o1 o5
(a) treatment assignment 0/1 (b) fixed effects categories

Figure 2: Visualisation of the ‘treated’ region and the created border segments (that will be used as fixed effects later).

6.2 Uni-Dimensional Specifications

In this section we are comparing the uni-dimensional estimators that were outlined in Section 2 and Section 3.3
to illustrate that they are able to identify the treatment effect on the simulated discontinuous variables - education,
D_dist2coast,D_dist2cutoff - and do not pick up an effect on the variable with only a spatial trend, dist2coast.
Specifically, this exercise also serves to demonstrate the numerical equivalence between running two local linear
regressions (with polynomial of order one) on either side of the cutoff, as, e.g., done by the package rdrobust, and
by running an OLS regression allowing for different slopes on either side of the cutoff by including an interaction term

[see, e.g., Cattaneo et al., 2019, Hansen, 2022, and the expostion in Section 3.3].

Table 1 illustrates these results with a triangular kernel and an mserd bandwidth chosen by rdrobust. We can see
that the point estimates between an OLS regression with a treatment indicator, the running variable centered at the
cutoff, and their interaction is identical to the RD estimate from local linear regressions on each side of the cutoff
(carried out with rdrobust). Specifically, we can see that the estimate for education is 0.164, implying a 16.4
percentage point increase in that variable given that it was intended to measure a percentage. Column 2 shows that the
estimator correctly did not detect an effect significantly different from zero for the distance2coast variable which
only exhibits a spatial trend. In the last two columns, we can see that the discontinuity was identified with the correct

magnitudes of 5.749 and 1.126, respectively. Figure 7 visualizes these estimates on binnscatter plots.
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Table 1: Regression output for one-dimensional specifications with simulated data (education)
education dist2coast D_dist2coast D_dist2cutoff

I(treated) 0.164 0.749 5.749 1.126
(0.045) (1.684) (1.684) (0.251)
dist 0.000 —0.001 —0.001 —0.001
(0.000) (0.001) (0.001) (0.000)
I(treated)*dist 0.000 —0.001 —0.001 0.001
(0.000) (0.001) (0.001) (0.000)
Observations 213 185 185 204
Moran’s I [y] 2.669 38.999 35.834 1.165
Moran’s I [resid] 1.053 36.606 36.606 3.270
Mean [y] 0.647 6.915 4.051 1.500
Std.Dev. [y] 0.177 5.429 5.470 1.123

Table 2: RD estimates through rdrobust
education dist2coast D_dist2coast D_dist2cutoff

I(treated) 0.164 0.749 5.749 1.126
(0.044) (1.812) (1.812) (0.268)

6.3 Comparison of Uni-Dimensional Estimators

Having illustrated the equivalence of the two RD estimators above. We will juxtapose it to two different ways of
estimation that are commonly encountered in research papers. These include either polynomials in the x-y coordinates
to control for space or just the indicator variable for treatment alone - in addition to border segment fixed effects and
additional control variables. Both of them do not allow the slope to vary on either side of the cutoff. In many situations
these perform well and deliver similar point estimates to the RD specification. However, there are situations where the
bias of these estimators gets big enough to arrive at wrong conclusions. I illustrate the performance of these estimators
on the simulated data described above. For DGPs with spatial trends, there are situations where these estimators
conclude there is an effect when there is none, and a where they conclude that there is no effect when in reality there

is one.

We will investigate the following specifications:

1. yz = BO + 61 D7, + ,82 diSti + ,83 D?, X dZStL + E’i ["RD“L
2.y =B+ B D; + f(x;) +&; ["OLS _xy"],"
3.y, =By + b1 D; + &;["OLS"],

all of which will be estimated on a subset of the data within a bandwidth (mserd) selected by rdrobust. In practice,
as illustrated in Section 3.3, researchers add border segment fixed effects and control variables to these specifications.

In this section we can omit them for simplicity as they will have no impact due to the way the data was simulated.

Specification 1) is the textbook regression discontinuity specification with a one-dimensional score. Specification 2) is

inspired by Dell [2010], who follows the trend surface modelling literature [see, e.g., Legendre, 1993, Schabenberger

BWe let f(x;) be a second order polynomial in the geographic coordinates, which is the most commonly seen version in research
Papers: ay * Tq; + Qg * To; + Qgy; X To; + 4T3, + g3,
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Table 3: Comparing the performance of the estimation methods on all four simulated DGPs.

education dist2coast D_dist2coast D_dist2cutoff

RD OLS_xy OLS RD OLS_xy OLS RD OLS_xy OLS RD OLS_xy OLS

I(treated) 0.164 0.136 0.142 0.749 2.319 —1.796  5.749 7.319 3.204 1.126 0.711 0.450
(0.045)  (0.027) (0.024) (1.684) (0.303) (0.902) (1.684) (0.303) (0.902) (0.251) (0.187) (0.168)

Observations 213 213 213 185 185 185 185 185 185 204 204 204
Moran’s I [y] 2.669 2.669 2.669  38.999 38.999 38999 35.834 35.834 35834 1.165 1.165 1.165
Moran’s I [resid]  1.053 1.780 0.870  36.606  39.527  36.798 36.606 39.527 36.798  3.270 2.253 2.967
Mean [y] 0.647 0.647 0.647 6.915 6.915 6.915 4.051 4.051 4.051 1.500 1.500 1.500
Std.Dev. [y] 0.177 0.177 0.177 5.429 5.429 5.429 5.470 5.470 5.470 1.123 1.123 1.123

Notes: All specifications use a triangular kernel with the respective mserd bandwidth chosen by rdrobust.
It can be seen that ’OLS_xy’ and OLS’ deliver erratic results, sometimes even in the wrong direction.
Text of the second note.

and Gotway, 2004] and smoothly controls for space by including (second-order) polynomials in the x- and y-coordinate
for every observation as control variables. Specification 3) simply compares units on opposite sides of the cutoff -
within their respective border segments - within a fixed bandwidth. For all specifications an identical mserd bandwidth

- selected by rdrobust - has been used.

Table 3 juxtaposes the previously outlined estimating equations independently for all simulated DGPs. The first
column for every variable anchors the correct local average treatment effect estimate at the cutoff discussed in the

previous section.

For the conventional scenario with a discontinuity and no other spatial element in the DGP - simulated as education
- it can be seen that all estimators arrive at comparable conclusions. Albeit the estimates are slightly different, all of

the confidence intervals are overlapping.

Block two, where dist2coast exhibits a plain spatial trend but no discontinuity, demonstrates that only the conven-
tional RD estimator correctly does not report a discontinuity. Interestingly, OLS_xy and OLS not only report an RD

effect but their estimates also have opposing signs.

In block three, OLS_xy and OLS again correctly detect a discontinuity at the cutoff, however, the magnitudes differ quite
substantially from the simulated discontinuity in the data. Specifically, controlling for the x-y coordinates in space
delivers a higher point estimate while the plain OLS specification delivers a lower one. The fourth block illustrates
that when there is a break in the spatial trend approximately around the cutoff, the conventionally used estimating

equations OLS_xy and OLS almost fail to detect a discontinuity in the data even if there is one.

The bottom line of this exercise is that it is not ex-ante clear in which direction bias goes as it highly depends on the
spatial DGP. It can be seen that it is paramount to allow for estimation with different slopes on both sides of the cutoff.
Specification OLS_xy - inspired by trend surface modelling - does control for space but it does not, however, guarantee

correct extrapolation of the conditional expectation function close to the cutoff.

Figure 3 visually compares all different scenarios in the RD scatterplots and illustrates how much the RD point esti-
mates differ across the outlined estimating equations. The plots clearly show that not allowing for different slopes on

either side of the cutoff is less of an issue in non-spatial DGPs. Any sort of spatial trend, however, leads to erratic
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Figure 3: RD clouds visualized together with the different RD point estimates. They can differ substantially. The
underlying code heavily borrows from the excellent rdrobust package.

estimates in specifications that do not allow the conditional expectation function to have different slopes on either side

of the RD boundary. The sign and magnitude of the bias is ex-ante ambiguous and depends on the underlying DGP.

7 Randomization Inference in Practice

To carry out distribution free inference for spatial RD designs, in Section 4 I proposed a way to obtain p-values through
randomization inference by creating a large number of counterfactual RD boundaries. In this section, I demonstrate

its practical implementation in connection with the SpatialRDD package.

treated
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Figure 4: A subset of the random borders that were created with the SpatialRDD package to carry out randomization
inference.
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The following necessary steps are carried out “under-the-hood” by the function randinf () for each iteration, drawing
upon other functions in SpatialRDD and the well-known R package spatstat [Baddeley and Turner, 2005, Baddeley
et al., 2019]. For every iteration r € {1, ..., R}:

1. Create a random discontinuity from a poisson line process, B"

2. Use B to create the two corresponding randomization polygons, " and P°"

3. Assign all datapoints to treatment and control. In practice the labeling does not matter as we are looking at
absolute values and therefore it is the same if the “randomization treatment effect” is positive or negative

4. Compute the distance of all datapoints to 5" and obtain a randomization inference RD score

5. Carry out the RD estimation on the uni-dimensional score as illustrated in previous chapters

6. Store the point estimate, 3]

In practice, the number of Monte Carlo draws, R, should be several thousand. For the purpose of easier illustration,
Figure 4 only shows 100 randomly drawn lines, however. A simulation for the education variable leads to a ran-
domization p-value of 0.036. Carrying out this randomization inference procedure on the variable distance2cutoff
delivers a p-value of 0.758, clearly indicating that the null-hypothesis of there being no discontinuous effect at the

cutoff cannot be rejected.

8 A Spatial Monte Carlo Exercise with Two-Dimensional RDDs

In this section I illustrate the two-dimensional approach to RD described in Section 3.4. Specifically, I will use the
simulated variable education from above to showcase the RD estimation at several boundary points. As stated earlier,
the boundary-wide effect obtained by summing over all individual boundary point effects will rarely differ from the
estimation when the space is collapsed into a one-dimensional score and estimated with standard RD procedures -
including segment fixed effects. However, having estimates alongside the RD boundary allows to visualize the design
in space instead of disregarding the second dimension and rely on classic RD plots with only one score. Furthermore,

possible heterogeneity can be used to shed further light on the research question at hand.

As a first step, we have to draw a set of boundarypoints from the existing RD border. We choose 30 equally spaced
points via discretise_border (). With the option random = TRUE the points could have been selected at random,

but for the purpose of this exposition it would have changed little.

Figure 5 shows the point estimates for every boundarypoint, by. Note that some points have been automatically
excluded because there were not enough observations in the vicinity of these points in order to guarantee reliable
estimation and inference. A good rule of thumb is to have at least 30 observations on either side of the RD cutoff. Also
note that many of the point estimates’ confidence intervals are overlapping with zero. This is not much of a concern
because they are not powered to detect the effect at hand with such a small amount of observations in the surroundings

of a boundarypoint.
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Figure 5: The RD point estimates for every boundary point visualized. As the sample size for many points is quite
low, the estimation is often underpowered, leading to wide confidence intervals at times overlapping with zero. This
has no bearing, however, on inference for the overall boundary-wide treatment effect.

The overall boundary-wide effect estimated with Equation 5 amounts to 0.14 which is very much in line with the
estimate of 0.164 when we collapsed the score into one dimension. Inference on the boundary-wide effect can be done

by plugging into the formula for the delta method or by bootstrapping over boundary segments.

8.1 Simulating a Boundary-Wide Treatment Effect Curve

To illustrate that the two-dimensional approach is able to estimate a boundary-wide treatment effect curve I rely on
Monte Carlo simulations. Specifically, I simulate only 20 draws of the DGP that created the education variable. For

every draw I store the boundarypoint estimates and finally approximate the line with a simple LOESS fit.

It can be easily seen from Figure 6 that the effect curve has the right magnitude. Also note that approximately in the
center the point estimates get noisier. This is by construction as the boundary gets close to the ocean and therefore
naturally limits the amount of observations that can be close to these points. Geographic features limiting the number
of observations in certain sections of an RD boundary is often encountered in applied research. Insignificant point
estimates in such areas do not necessarily imply that there is no effect at the cutoff. It is just an indication for the effect
size not being big enough in order to be picked up with estimation using such a small sample size. In other words, it

is a problem of statistical power.
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Figure 6: Estimates for all boundary points over many Monte Carlo simulations of the same DGP visualized. Treatment
effect curve is drawn as a LOESS fit.

9 Conclusion

In this paper I highlighted the limitations of commonly used estimators used for spatial RDD estimation. I have
demonstrated that while they all provide approximately accurate estimates in many scenarios, the performance of
some of them deteriorates when the DGP exhibits spatial patterns, leading to biased estimations of the RD effect. This
finding underscores the necessity of adjusting the conditional expectation function to accommodate different slopes

on either side of the RD boundary, aligning with best practices in the standard RD literature.

Further, by embracing the two-dimensional nature of geographic RDs, I have illustrated the potential to estimate het-
erogeneous RD effects along the boundary. This approach not only facilitates the incorporation of spatial dimensions
into visualizations, enhancing the credibility and interpretability of findings but also opens up avenues for investigating

the mechanisms through which discontinuously induced treatments exert their effects.

The SpatialRDD R-package, developed as part of this research, incorporates a set of functions which enables re-
searchers to carry out all necessary steps for spatial RD estimation in an easily replicable way, thus circumventing the
limitations of conventional GIS software relying on graphical user interfaces. The package also includes all proposed

novelties and offers useful features for research outside of boundary RD designs.

Addressing an often overlooked aspect in practice, I have argued for the preferential use of projected coordinate
reference systems over angular coordinates for boundary RD designs. This recommendation is based on the fact that
most GIS software, when provided with angular coordinates (longitude, latitude), implicitly projects these on a flat

space (Plate Carrée), leading to wrong distances and geometric operations. Even within R, where this problem has
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been solved and calculations are being carried out on the sphere using s2, I still recommend using projected coordinates

because important operations such as shifting lines are only implemented in R2.
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10 Appendix

10.1 Estimation With Uni-Dimensional Score
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Figure 7: RD clouds visualized together with the different RD point estimates. They can differ substantially. The
underlying code heavily borrows from the excellent rdrobust package.

10.2 TIllustration of Treatment Effect Heterogeneity in the Boundary Design

10.3 Shifting Borders in SpatialRDD
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