
Parallel AI and Systems for the Edge (PAISE) 
Applications involving voluminous data but needing low-latency computation and local feedback require 

that the computing be performed as close to the data source as possible --- often at the interface to the 

physical world. Communication constraints and the need for privacy-preserving approaches also dictate 

the need for computing at the edge. Given the growth in such application scenarios and the recent 

advances in algorithms and techniques, machine learning and inference at the edge are unfolding and 

growing at a rapid pace. In support of these applications, a wide range of hardware (CPUs, GPUs, ASICs) 

is venturing farther away from the center, closer to the physical world. The resulting diversity in edge-

computing hardware in terms of capabilities, architectures, and programming models poses several new 

challenges. 

At the edge, several applications often need to be scheduled concurrently or serially. Some applications 

may need to be run continuously, a few in anticipation of certain events, whereas others may need to be 

run when particular events occur, causing a need to unload other applications and dedicate resources to 

them. Situations may also warrant running applications in sandboxes for privacy, security, and resource 

allocation reasons. A future with heterogeneous edge hardware and multiple applications sharing the 

hardware and energy resources is imminent. 

Deploying and managing applications at the edge remotely, and building in multienancy to support 

applications with various resource constraints and runtime requirements, present a challenge that requires 

cooperation and coordination between the various components of the software stack. Mechanisms need to 

be devised that communicate both data and control with the applications in order to fine-tune their 

behavior and change the operational parameters. Coupling these edge applications with centrally located 

HPC resources and their applications, realizing the computing continuum, also opens up many research 

areas. 

As we push more toward edge-enabled networks of devices, we inherit a setting where resources are 

deployed away from the safety of secure indoor spaces, often in the midst of a bustling urban canyon, and 

exposed to physical and cybersecurity threats. Deployed and interconnected predominantly over public 

networks, these systems have to be designed with cybersecurity as a first-class design citizen, rather than 

introduced as an afterthought. 

The goal of this workshop is to gather the community working in three broad areas:  

� processing — artificial intelligence, computer vision, machine learning;  

� management — parallel and distributed programming models for resource-constrained and 

domain-specific hardware, containers, remote resource management, runtime-system design, and 

cybersecurity; and  

� hardware — systems and devices conducive to use in resource-constrained (energy, space, etc.) 

applications.  

The workshop will provide a critically needed opportunity to discuss the current trends and issues, to 

share visions, and to present solutions. This year’s workshop will include a keynote, five papers, three 

invited talks and a panel on edge computing and inference at the edge.  
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