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The unique characteristics of artificial intelligence (AI) systems 

pose new challenges to traditional software engineering 

approaches. Thus, new software engineering approaches are 

required to develop AI systems in a responsible manner.

A rtificial intelligence (AI) 
continues to demonstrate 
its positive impact on so­
ciety and achieve wide­

spread adoption in data-intensive 
industries. The value of the global AI 
market was US$93.5 billion in 2021 
and is predicted to have an annual 
growth rate of 38.1% from 2022 to 2030 
(https://w w w.grandviewresearch.
com/i ndu s t r y-a n a ly si s/a r t i f ic i a l 
-intelligence-ai-market). To fully real­
ize these benefits, it is vital to ensure 
the AI systems are responsibly devel­
oped and trusted by citizens and com­
munities who will rely on them. This 
has prompted significant global effort 
to pursue and realize responsible AI in 
the world.

Responsible AI is the development 
and use of AI systems that benefit indi­
viduals, groups, and the wider society 
while minimizing the risk of negative 
consequences. To ensure responsible 
AI, many ethical principles have been 
released by governments, research 

organizations, and enterprises. A prin­
ciple-based approach provides general 
guidelines that can be applied in a flex­
ible manner to different technologies 
and contexts, allowing for adaptation 
to changing circumstances. Those 
high-level ethical principles are an 
important starting point, but they alone 
do not guarantee the trustworthiness 
of AI systems.

For example, operationalizing the 
human-centered value principle is a 
complex and challenging task, requir­
ing consideration in design, deploy­
ment, and monitoring throughout 
the entire lifecycle of AI systems. 
Furthermore, significant efforts have 
been put into algorithm-level solu­
tions that primarily focus on a subset 

of ethical principles that are math­
ematics amenable (such as privacy 
and fairness). However, responsible 
AI issues can arise at any stage of the 
development lifecycle and span multi­
ple AI and non-AI components of sys­
tems, beyond just AI algorithms and 

models. There is a lack of linkage to the 
software development processes. In 
addition, the unique characteristics 
of AI systems bring new challenges 
to traditional software engineering 
approaches.1 These new challenges can­
not be tackled using only extensions 
of existing methods. New software 
engineering approaches are required 
to develop AI systems in a responsi­
ble manner.2 Therefore, in this special 
issue, we focus on system-level meth­
ods that can be used to operationalize 
responsible AI. Seven articles have been 
accepted for this special issue after 
review and revision processing.

Maalej et al. A1 focus on the require­
ments engineering (RE) for responsi­
ble AI. Specifically, the authors discuss 
six areas that need particular atten­
tion by researchers and practitioners, 
including acceptable levels of quality 
requirements, data- and user-cen­
tered protot y ping for AI, expand­
ing RE to focus on data, embedding 
responsible AI terminology into en­
gineering workflows, tradeoffs, and 
requirements as a foundation for AI 
quality and testing.

Li et al.A2 summarize 17 quality 
attributes of trustworthy AI through 
a literature review. The authors estab­
lish a framework for trustworthy AI 
systems by dividing the identified 
attributes into five categories. Addi­
tionally, the authors identify the major 
research gaps and outline a research 
agenda in this area.

RESPONSIBLE AI IS THE DEVELOPMENT 
AND USE OF AI SYSTEMS THAT BENEFIT 
INDIVIDUALS, GROUPS, AND THE WIDER 
SOCIETY WHILE MINIMIZING THE RISK OF 

NEGATIVE CONSEQUENCES.
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Bao et al.A3 have proposed a four-
tier software architecture for industry 
drawing digitization based on respon­
sible AI principles. The authors present 
the overall architecture design with a 
focus on federated learning training 
and digitization tasks. The proposed 
solution is evaluated in terms of 
multiple criteria, including accuracy, 
style transferability, performance, 
availability, usability, and interactivity.

Li et al.A4 propose a novel explaina­
ble AI method to ensure consisten­
c y  and reduce time consumption.  
Specifically, the proposed solution con­
sists of three phases: prediction dif­
ference computation, feature con­
t r ibut ion value computation, and 
feature impor tance order conver­
sion. The authors define the measure 

of consistency via explanation sum­
mary distances. The proposed method 
is evaluated via multiple case studies.

Raja and ZhouA5 conduct a survey 
to analyze accountability in AI. The 
authors discuss the concept of account­
ability and its necessity in AI systems. 
They further examine the approaches 
to ensure accountability and the 
factors that may affect this principle, 
and they outline the three different 
levels of accountability and address 
accountability in different sectors. 
The authors provide insightful discus­
sions and point out the challenges of 
AI accountability.

Badran et al.A6 evaluate three 
extant AI fairness preprocessing algo­
rithms, including Reweighing, Learning 
Fair Representations, and Optimized 

Preprocessing. Since the algorithms have 
different priorities, which lead to varia­
tions in fairness and accuracy tradeoffs, 
the authors explore the feasibility of 
ensembling the algorithm results. In 
this article, the authors share their expe­
rience and provide practitioners with 
actionable recommendations.

Zhang et al.A7 focus on the ethical and 
legal considerations in cyberphysical–
social systems (CPSSs). The authors pro­
pose a data-driven system-level design 
framework consisting of two main mod­
ules: a design module and an analytic 
module. Specifically, the design module 
can continuously optimize a CPSS based 
on the feedback from the analytic mod­
ule, while the analytic module analyzes 
the data from the design module using 
multimodal data analysis methods.
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The guest editors would like to 
thank all of the authors who 
submitted their work to this 

special issue. We also express our grat­
itude to the reviewers for their great 
efforts. Finally, we sincerely appre­
ciate the support from the editor in 
chief, Dr. Jeff Voas. We hope research­
ers will find the articles in this special 
issue enjoyable. 
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