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ABSTRACT

With the recent burst of 2D and 3D data, cross-modal retrieval has
attracted increasing attention recently. However, manual labeling
by non-experts will inevitably introduce corrupted annotations
given ambiguous 2D/3D content. Though previous works have
addressed this issue by designing a naive division strategy with
hand-crafted thresholds, their performance generally exhibits great
sensitivity to the threshold value. Besides, they fail to fully uti-
lize the valuable supervisory signals within each divided subset.
To tackle this problem, we propose a Divide-and-conquer 2D-3D
cross-modal Alignment and Correction framework (DAC), which
comprises Multimodal Dynamic Division (MDD) and Adaptive
Alignment and Correction (AAC). Specifically, the former performs
accurate sample division by adaptive credibility modeling for each
sample based on the compensation information within multimodal
loss distribution. Then in AAC, samples in distinct subsets are
exploited with different alignment strategies to fully enhance the
semantic compactness and meanwhile alleviate over-fitting to noisy
labels, where a self-correction strategy is introduced to improve
the quality of representation. Moreover. To evaluate the effective-
ness in real-world scenarios, we introduce a challenging noisy
benchmark, namely Objaverse-N200, which comprises 200k-level
samples annotated with 1156 realistic noisy labels. Extensive ex-
periments on both traditional and the newly proposed benchmarks
demonstrate the generality and superiority of our DAC, where
DAC outperforms state-of-the-art models by a large margin. (i.e.,
with +5.9% gain on ModelNet40 and +5.8% on Objaverse-N200).
https://github.com/ganchaofan0000/DAC.
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1 INTRODUCTION
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Figure 1: Comparison between previous methods and our
DAC. Our DAC employs a divide-and-conquer scheme to
adaptively mine the discriminative semantics in distinct sub-
sets, guided by the dynamically estimated credibility of each
sample.

With the rapid advancement of 3D acquisition technology, there
has been a significant increase in the production and utilization of
3D data [8, 9]. An essential aspect of 3D data analysis and under-
standing is retrieving relevant 3D representations from given 2D/3D
query input. This technique finds broad applications in virtual re-
ality [13], autonomous driving [26, 33], and robotic manipulation
[4, 35]. However, due to their complex geometrical structures, high
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Figure 2: (a), (b) show the loss distribution of the noisy dataset after model convergence without/with sample division,
respectively. Division Acc denotes the proportion of True and False labeled samples which is correctly identified by the
sample division strategy. (c) show the Division Acc of Hand-crafted/Dynamic sample division strategies under different
symmetric noise. (d) shows the division accuracy of Image-based/Point cloud-based/ Multimodal-based Dynamic sample
division strategies in the training process. The experiments are conducted on the ModelNet40 under 40% symmetric noise.

dimensions, and irregular distribution, 3D data typically present
more challenges compared to 2D data. Moreover, with the prolif-
eration of large volumes of 3D data, data annotation is becoming
increasingly expensive and time-consuming, leading to label noise
issues in 2D-3D cross-modal retrieval. Consequently, learning with
noisy labels has emerged as a crucial problem to address in 2D-3D
cross-modal retrieval.

Previous methods for cross-modal retrieval could be categorized
into two families: unsupervised-based and supervised-based. The
former [12, 20, 21] focuses on aligning the cross-modal features
from instance-based views, thus mitigating the inherent hetero-
geneity gap across different modalities. As for the latter ones[19, 22,
24, 45], they resort to a shared projection network for semantic gap
reduction and adopt a traditional center loss to maximize the cross-
modal correlation and minimize the intra-class variation. However,
these methods generally suffer from significant performance degra-
dation when applied in noisy scenarios. Thus, to tackle this issue,
various methods are proposed to eliminate the negative impact of
noise labels by designing Robust Clustering loss and employing
sample division [12, 20].

However, the Robust Clustering loss [20] does not consider the
sample-wise credibility and treats all the noise samples equally,
which may fail in complex noisy scenarios. Inspired by the recent
progress of sample division based methods [6, 17, 27, 31] in Learn-
ing with Noisy Labels (LNL), we attempt to adopt a similar division
scheme to adaptively utilize the inherent information within each
sample. However, progress made by division strategies in 2D LNL
may fail to be observed in cross-modal tasks due to the task-wise
discrepancy. Thus we first investigate the impact of the division
strategy on the cross-modal retrieval performance. Specifically, we
visualize the loss distribution of training without/with sample divi-
sion in Fig. 2 (a) and (b) respectively. It can be observed that models
trained without sample division tend to over-fit on corrupted labels,
exhibiting small losses for all false-labeled samples. Conversely,
models trained with sample division showcase a distinct bimodal
loss distribution. Such a phenomenon verifies the importance of
sample division in noisy cross-modal retrieval.

Though the recent RONO [12] already integrates sample division
to address the noisy issue, it adopts a simple hand-crafted threshold
to distinguish true and false labeled samples as shown in Fig. 1. We

empirically find that such a naive scheme showcases great sensi-
tivity to parameter variations and lacks generalization in complex
scenarios. Specifically, as shown in Fig. 2 (c), it can be observed
that the division performance of RONO significantly deteriorates
with the noise ratio increasing. Moreover, RONO performs sample
division independently in each modality, and thus fails to utilize the
potential complementary information of two modalities, leading to
its inferior performance as shown in Fig. 2 (c). Additionally, to fur-
ther verify the importance of the complementary effect, we conduct
experiments by adopting the Gaussian Mixture Model (GMM) as the
dynamic division strategy. As shown in Fig. 2 (d), unimodal-based
strategies (i.e. Image or Point cloud), generally yield sub-optimal
division accuracy due to the insufficient information within each
modality.

To address the aforementioned problems, we propose a novel
Divide-and-conquer 2D-3D cross-modal Alignment and Correction
framework (DAC). Specifically, we introduce a Multimodal Dynamic
Division strategy(MDD), which adaptively captures the valuable
noise-free semantic information in different modalities and con-
structs a multimodal loss distribution based on the cross-modal
features. Subsequently, the credibility of each sample is adaptively
modeled based on the multimodal loss distribution. With the credi-
bility of each sample, we dynamically categorize the samples into
clean and noisy sets. Then, we adopt a Adaptive Alignment and
Correction strategy(AAC) to conquer the samples in different sub-
sets. Specifically, the samples in the clean set and noisy set are uti-
lized for semantic and instance alignment respectively to eliminate
the cross-modality gap while alleviating over-fitting to noisy labels.
In addition, for the samples in the noisy set, a self-correction strat-
egy is introduced to correct their corrupted labels with the model’s
multimodal predictions, which could further enhance the discrim-
ination of representation. Moreover, we introduce a challenging
realistic noisy benchmark: Objaverse-N200, which comprises 200k-
level samples annotated with 1156 realistic noisy labels to evaluate
the generalization ability of our model in real-world scenarios. In
general, our contributions can be summarized as follows:

e We propose a novel and robust framework for 2D-3D cross-
modal retrieval with noisy labels, namely DAC, which per-
forms Divide-and-Conquer alignment for different noisy
samples based on the dynamic-estimated credibility of each
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sample and adaptively utilize the supervisory information
within different subsets.

e In DAC, a Multimodal Dynamic Division strategy (MDD)
is proposed to dynamically model the credibility of each
sample based on the multimodal loss distribution.

e In DAC, an Adaptive Alignment and Correction strategy
(AAC) is designed for adaptive alignment of cross-modal
features to fully harness the information and mitigate the
negative impact of label noise. And an online correction
scheme is designed to refurbish the corrupted label based on
supervisory signals within the multimodal prediction.

e Our DAC demonstrates remarkable superiority over state-of-
the-art methods on both traditional 3D object benchmarks
with different scales of noisy labels and our newly con-
structed realistic benchmark: Objaverse-N200. In addition,
it can be easily integrated with existing methods in a plug-
and-play manner to boost their performance.

2 RELATED WORK
2.1 Cross-modal Retrieval

Previous methods can be roughly categorized into two categories:
unsupervised-based and supervised-based. Unsupervised-based ap-
proaches primarily focused on exploring the inherent structure and
relationships within multimodal data. Methods such as Canonical
Correlation Analysis (CCA) [2, 21, 37, 44, 47] and Multi-View Learn-
ing [23, 30] were widely used to learn common representations
across modalities. In addition, [20] adopts Multimodal Contrastive
loss (MC) to maximize the mutual information between different
modalities. Furthermore, [28, 43] proposes to utilize the semantic
similarity knowledge obtained from self-supervision to exploit use-
ful semantics and then adopts a Bayes optimal classifier to distill
reliable data pairs, which overlooks the valuable semantics in unre-
liable data pairs. On the other hand, supervised-based approaches
leverage labeled data to explicitly learn the semantic correlations
between modalities. [45] proposes to learn modality-invariant rep-
resentations by both label and common representation supervision.
Moreover, [22] utilize center loss to joint train the components of
the cross-modal framework to find optimal features. However, most
of the above works rely on well-labeled data, which cannot directly
be transferred to noisy 2D-3D scenarios.

2.2 Learning with Noisy Labels

Existing LNL methods could be roughly classified into robust archi-
tecture, robust loss, and sample selection approaches. The robust
architecture-based methods focus on modeling the noise transition
matrix with a noise adaptation layer [7, 15, 34]. However, these
methods can not identify false-labeled examples, by treating all
the samples equally. For robust loss-based methods, existing works
[32, 38] leverage the self-prediction of the model to effectively re-
fine the noisy labels to exploit the valuable semantics in the noise
sample. Furthermore, various methods [40, 46] adopt an extra meta-
corrector to obtain higher-quality corrected labels. However, they
require a small clean dataset for evaluation, which is not realistic
in real-world scenarios. Sample selection-based methods focus on
selecting clean examples from a noisy dataset. Among them, the
small loss trick is a popular selection criterion [6, 17, 31]. Based on
the small-loss trick, DivideMix [27] adopts GMM to model the loss
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distribution, thus better distinguishing clean and noisy samples.
However, these sample selection methods could not be directly
applied to the field of cross-modal retrieval due to the heterogene-
ity and geometric gap across 2D and 3D data. Additionally, when
confronting complex and high-ratio noise scenarios, the GMM does
not work well due to the largely overlapping of loss distribution
and the confirmation bias issues [17].

3 METHODOLOGY

3.1 Overview

For convenience, we first clarify the notations within our DAC

framework. Specifically, the noisy multimodal dataset is denoted
M

as D = (M} = X 1L,

of modality and classes respectively. M; can be represented as

where M, K denote the number

M; = {(xl] s y{ ) }Zl where N is the sample number, x{ / y{ denote
the i-th sample and noisy label in M;. The feature extractor for
M is represented as ¢ ;, and the feature z{ = q‘)(xl! ). For simplicity,
we denote the multimodal data pair for i-th sample as (x;, ;) =
(WM (Y.

Then we give out an overview of DAC framework. As shown
in Fig. 3, DAC consists of two main components: Multimodal Dy-
namic Division (MDD) and Adaptive Alignment and Correction
strategy (AAC). Specifically, the 2D and 3D samples in D are first
fed into MDD to perform adaptive credibility modeling for each
sample by considering multimodal loss distribution. Then these
samples are divided into clean/noisy subsets based on the estimated
credibility with adaptive thresholds. Afterward, in AAC, samples in
the clean set are directly utilized for cross-modal alignment to fully
harvest the discriminative information. For samples in the noisy set,
we leverage the inherent supervisory signals in their multimodal
predictions to perform label purification, which can mitigate the
negative impact of noisy labels. Then the purified labels are used
for the same alignment strategy as the clean set to further enhance
the representation compactness.

3.2 MDD: Multimodal Dynamic Division

To clarify our MDD more clearly, we first simply introduce the clas-
sification loss. For noisy sample (x{ R ylj. ), to alleviate the semantic
discrepancy across different modalities in label space, a classifica-
tion loss is utilized to optimize the representation under label noise.
Specifically, a shared classifier layer F, is proposed to obtain the
classifier prediction F, (z{ ; 04) of each modality of the sample, and
then a conventional cross-entropy (CE) loss is utilized to optimize
the network, which is formulated as:

N M .
TN 2 2 ¥ log(Ip]1,)

i
(1)
where, p = Softmax(F, (z] 0y)) and [p ]yj is the y /_th item of

; NoMm ' '
Lats = 3 D D LFulz]:00).]) = -
i

pl.. Then, we will explain how to construct the multimodal loss
distribution based on the classification loss L(F,, (z{ ;04), y{ ) in Eq.
1 and how to model the credibility of each sample based on the
multimodal loss distribution in the remainder of this section.
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Figure 3: An overview of our method DAC. (a) MDD: Multimodal Dynamic Division strategy (Sec. 3.2), (b) AAC: Adaptive
Alignment and Correction strategy (Sec. 3.3). Our model performs Divide-and-Conquer alignment for different noisy samples
based on the credibility of each sample. Specifically, MDD dynamically models the credibility of each sample based on the
multimodal loss distribution of the dataset and divides the noisy samples into clean and noisy sets based on credibility. Then,
AAC conquers different samples with adaptive alignment strategies and adopts a self-correction strategy to refurbish the

corrupted label of samples.

Multimodal loss distribution. Based on Eq. 1, we could model
the unimodal loss distribution {L(F, (z{ ;0u), y{ )}Ef\ixll) of the
noisy dataset. However, performing sample division based on the
unimodal loss distribution overlooks the complementary informa-
tion in the multimodal data, which is not sufficient to deal with
complex noisy scenarios. In addition, unimodal loss distribution of
true-labeled and false-labeled examples largely overlaps in complex
noise scenarios. To tackle these issues, we propose a multimodal
loss distribution, which could adaptively capture the valuable se-
mantics in the multimodal data and generate a more discriminative
distribution for sample division. Specifically, we first fuse the mul-
timodal features {zl]. }?’I: , for each sample (x;, y;) by a fusion layer
¥, which is formulated as:

= (2}, ... 2" @)
where z; is the fused feature. Then, a multimodal classifier F,, is
adopted to calculate the multimodal prediction Fy, (2;; 0,,) for each
noisy sample (x;,y;) and the multimodal loss J; is calculated as:

li = L (Fn (2i;0m), yi) (©)
To further avoid confirmation bias issues [17], we jointly utilize the
shared classifier F,, and the multimodal classifier F,;, to calculate
the final multimodal loss distribution ! = {[;}\¥ i1 and the final
multimodal loss [; is formulated as:
1 & ;
=L (Fn (20m) 90 + 32 2 L (Fu (230).0)) @)
J
Both F,, and Fy, are optimized using Eq. 1.
Sample credibility. Due to the memorization effect of DNNs [3],
clean samples usually converge at a faster pace than noisy ones,
thus the multimodal loss distribution [ tends to be bimodal during
the training stage. Hence, we adopt a two-component Gaussian
Mixture Model (GMM) to fit the multimodal loss distribution I,

thereby estimating the credibility of each sample. The GMM is
defined as:

T
p() =Y mN (| pe30) (5)
t=1

where N (I | ps, 2¢) is the Gaussian probability density function
with mean p; and covariance ¥, and n; is the weight for ¢-th
Gaussian component and we have Zthl 7y = 1,and T is the number
of components of GMM. In our case, T = 2.

Then, we use the Expectation Maximization (EM) procedure [10]
to fit the two components of GMM. Considering the efficiency, we
iterate the EM procedure with 10 iterations to update the parame-
ters(i.e. 7z, pir, X¢) of GMM. Finally, we obtain the credibility y; of
each sample through the posterior probability:

p= L) ©
Zic  mN i | e Ze)
where N (I; | p1, 21) denotes the Gaussian component with a smaller
mean (smaller loss).

With the adaptive credibility modeling, we could divide the noise

data into clean set S¢ and noisy set Sy:

Se = {xilyi > a}, S = {xilyi <= a} )
where « is a threshold for clean-noise separation.

3.3 AAC: Adaptive Alignment and Correction

Following the sample division, we employ adaptive alignment tech-
niques to manage the distinct subsets, S; and Sp,. To address the
noisy samples in Sy, a self-correction mechanism is introduced,
which leverages the model’s multimodal predictions to refurbish
the corrupted labels, thereby boosting the semantic compactness
and discrimination of the learned representations.

Adaptive Sample Alignment. We employ different alignment
strategies to deal with the samples in different subsets(i.e. S¢,Sp).
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For the samples in S, due to the high reliability of the labels, we
directly use the labels for semantic alignment which could effec-
tively mitigate the semantic gap across multimodal representations.
Previous works adopt the center learning [12, 22] to achieve seman-
tic alignment, which compacts the different modalities of samples
to corresponding semantic centers in the common feature space.
However, they optimize the center learning by a center loss in the
form of absolute errors [12, 22], which is hard to optimize and lim-
its the compactness of representation. To tackle these issues, we
propose a contrastive center loss to optimize center learning, which
is formulated as:
T .
Jlew)

MY
=—— log| —————
MN 555 Z[n(:1 eTi(_‘(r:n) z]

Lsem ’S € {SCs Sﬂ} (8)

where ¢, is the learnable shared clustering center of n-th category
in the common space, 7. is a temperature parameter.

For the samples in Sy, due to the little discriminative information
in their labels, we utilize them for training with instance alignment,
which reduces the inherent gap between 2D and 3D data from the
instance-based perspective. Specifically, we adopt a Multi-modal
Modal Gap loss(MG) [20] to optimize the cross-modal representa-
tion of samples, which is formulated as:

1 M Zk
Linst = N Z Z log
x;€S J

.
()]

»S € {S¢,Sn}

T .
S

©)
Tm is a temperature parameter. Due to the randomness of the cate-
gory centers ¢y caused by the random initialization, we also apply
the instance alignment based on Eq. 9 for samples in S to further
alleviate the inherent gap across different modalities.
Self-Correction(SC). To exploit useful semantic information from
the noisy set Sy, a self-correction strategy is proposed, which mines
the valuable semantics from the classifier’s self-prediction. Specifi-
cally, we utilize the classifier’s prediction to correct the label of the
sample in S,. To obtain more reliable corrected labels, we correct
the mislabeled samples based on the prediction of the multimodal
classifier Fy,. For each sample (x;,y;) in Sy, the corrected label g;
is a soft label and is written as:

Yi = Softmax(Fp, (2i;0m)) (10)

However, due to the unstable training process, it is not reliable to
refurbish the corrupted labels with the prediction of a single epoch.
Therefore, we use the idea of Exponential Moving Average(EMA)
to promote the reliability of our label correction. At epoch e, the
moving-average corrected label over multiple training epochs is

9¢ = g™ + (1 e (11)

where ;i = 0.9. In addition, for the corrected sample (x;, arg max(3?)),
we also employ semantic alignment based on Eq. 8 to further en-
hance the compactness of representation.
Overall loss. The complete loss function of our DAC can be for-
mulated as:

L= Lsem + M1 Linst + A2 Ly (12)

where A1, A are balance parameters for three losses.
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Table 1: Number of 3D models and categories in traditional
datasets and Objaverse-N200.

Dataset Objects  Classes
ModelNet10 [41] 4899 10
ModelNet40 [41] | 12311 40

ShapeNet [5] 51190 55
ScanObjectNN [36] 2902 15
Objaverse-N200 194800 1156

4 OBJAVERSE-N200

To evaluate the effectiveness of our model in real-world scenarios,
we developed a realistic and noisy benchmark, Objaverse-N200,
built upon the recently proposed 3D dataset, Objaverse [9]. Due to
the high expense and time-consuming nature of annotation, there
is no category annotation for the object in Objaverse. To tackle
this issue, we utilize a large pre-trained model Uni3D [48] to assign
categories to these objects. Specifically, we first employ Uni3D for
zero-shot classification, where unlabeled objects are assigned to
their corresponding categories based on the category set derived
from Objaverse-lvis. Then we collect the top 200 samples of each
category to build the 3D dataset. Finally, we attain a real-world noisy
3D benchmark Objaverse-N200 containing about 200k 3D objects
and annotated with 1156 realistic noisy labels, and the noise ratio of
Objaverse-N200 is about 50%. The comparison between Objaverse-
N200 and traditional 3D datasets is shown in table 1. Objaverse-
N200 surpasses prior datasets by over an order of magnitude in size
and number of categories. More information about Objaverse-N200
can be referred to our supplementary materials.

5 EXPERIMENTS
5.1 Experimental Setup

Noisy test benchmarks. We conduct extensive experiments on
three traditional 3D datasets (3D MNIST [42], ModelNet10, Model-
Net40 [41]) and our realistic noisy dataset Objaverse-N200. Follow-
ing [12], we consider two noisy settings: Symmetric/Asymmetric
noise, and use the same evaluation protocol. The noise rates for
symmetric/asymmetric noise are [0.2, 0.4, 0.6, 0.8] and [0.1, 0.2, 0.4]
respectively. It’s important to note that Objaverse-N200 inherently
constitutes a realistic noisy benchmark. Due to the space limitation,
we only present the results of ModelNet10/40 and Objaverse-N200.
More experimental results and details can be referred to our sup-
plementary materials.

Implementation details. For the traditional datasets, we adopt
the ResNet18 [18]/DGCNN [39]/MeshNet [11] as the backbone
network for RGB/point cloud/mesh feature extraction. Then, all
the features are projected to 256-D with two fully connected layers.
The training epochs are 400 epochs with an initialized learning rate
of 0.0001 and the learning rate dropped per 100 epochs with factor
10. For Objaverse-N200, we adopt the pre-trained image encoder
and point cloud encoder in Uni3D [48] to extract the image and
point cloud feature. Then, the features are projected to 1024-D with
two fully connected layers. The training epochs are 40, while the
initialized learning rate is 0.0001 and the learning rate is decayed
with factor 10 at epochs 20 and 40. For all the datasets, the batch
size is 128 and the optimizer is Adam [25] with a momentum of
0.9 for all the noisy benchmarks. 7, and 7, are set as 0.22 and 1.0
respectively. For the fusion layer i/, we investigate various fusion
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Table 2: Performance comparison in terms of mAP from image to point cloud (Img — Pnt) and from point cloud to image
(Pnt—Img) retrieval under the symmetric noise rates of 0.2, 0.4, 0.6, and 0.8 on the ModelNet10 and ModelNet40 datasets.
denotes the use of an unsupervised pre-trained point cloud encoder [1]. The highest mAPs are shown in bold and the second
highest mAPs are underlined.

ModelNet10 [41] ModelNet40 [41]

Method Img — Pnt Pnt — Img Img — Pnt Pnt — Img

0.2 0.4 0.6 0.8 0.2 0.4 0.6 0.8 0.2 0.4 0.6 0.8 0.2 0.4 0.6 0.8
DCCAE [37] |0.703 0.703 0.703 0.703 | 0.693 0.693 0.693 0.693| 0.593 0.593 0.593 0.593 | 0.572 0.572 0.572 0.572
DGCPN [44] |0.765 0.765 0.765 0.765|0.759 0.759 0.759 0.759 | 0.705 0.705 0.705 0.705 | 0.697 0.697 0.697 0.697
UCCH [21] 0.771 0.771 0.771 0.771|0.770 0.770 0.770 0.770 | 0.755 0.755 0.755 0.755|0.739 0.739 0.739 0.739

AGAH [16] 0.853 0.736 0.583 0.425 | 0.837 0.699 0.549 0.408 | 0.809 0.732 0.687 0.568 | 0.783 0.736 0.664 0.554
DSCMR [45] |0.849 0.758 0.666 0.324|0.836 0.732 0.637 0.307 | 0.824 0.788 0.687 0.328 | 0.811 0.785 0.694 0.339
MRL [20] 0.876 0.870 0.863 0.832 | 0.861 0.857 0.848 0.823 | 0.833 0.829 0.828 0.818 | 0.824 0.826 0.820 0.817
CLF [22] 0.849 0.782 0.620 0.365 | 0.838 0.764 0.595 0.387 | 0.822 0.778 0.624 0.315|0.815 0.771 0.587 0.295
CLF+MAE[14] | 0.853 0.752 0.679 0.343 | 0.838 0.716 0.659 0.373|0.827 0.758 0.651 0.384 | 0.816 0.749 0.640 0.372
RONO [12] 0.892 0.877 0.870 0.836|0.890 0.875 0.861 0.830|0.877 0.858 0.838 0.823 |0.872 0.854 0.838 0.821
DAC(Ours) |0.898 0.897 0.890 0.879|0.901 0.895 0.888 0.881|0.894 0.893 0.893 0.879|0.886 0.885 0.884 0.871

MRL* [20] 0.880 0.859 0.786 0.687 | 0.975 0.849 0.764 0.684 | 0.808 0.784 0.746 0.573 | 0.802 0.773 0.731 0.535
CLF* [22] 0.861 0.761 0.510 0.247 | 0.870 0.768 0.512 0.267 | 0.811 0.710 0.467 0.143 | 0.822 0.758 0.520 0.229
CLF*+MAE[14] | 0.868 0.763 0.542 0.259 | 0.867 0.792 0.520 0.268 | 0.803 0.680 0.682 0.151 | 0.803 0.721 0.555 0.129
RONO* [12] 0.915 0.905 0.890 0.859]0.911 0.892 0.871 0.835|0.876 0.861 0.844 0.791 | 0.872 0.860 0.841 0.788
DAC*(Ours) [ 0.920 0.920 0.899 0.886 [ 0.920 0.915 0.899 0.883 [ 0.887 0.885 0.872 0.849 [ 0.884 0.882 0.867 0.847
Table 3: Performance comparison under the asymmetric noise rates of 0.1, 0.2, and 0.4 on the ModelNet10 and ModelNet40
datasets. * denotes the use of unsupervised pre-trained point cloud encoder [1].
ModelNet10 [41] ModelNet40 [41]
Method Img — Pnt Pnt — Img Img — Pnt Pnt — Img
0 0.1 0.2 0.4 0 0.1 0.2 0.4 0 0.1 0.2 0.4 0 0.1 0.2 0.4
DCCAE [37] 0.703 0.703 0.703 0.703 | 0.693 0.693 0.693 0.693 | 0.593 0.593 0.593 0.593 | 0.572 0.572 0.572 0.572
DGCPN [44] 0.765 0.765 0.765 0.765|0.759 0.759 0.759 0.759| 0.705 0.705 0.705 0.705|0.697 0.697 0.697 0.697
UCCH [21] 0.771 0.771 0.771 0.771]0.770 0.770 0.770 0.770 | 0.755 0.755 0.755 0.755|0.739 0.739 0.739 0.739

AGAH [16] 0.862 0.821 0.805 0.756 | 0.867 0.827 0.801 0.743 | 0.807 0.817 0.778 0.778 | 0.799 0.800 0.779 0.761
DSCMR [45] |0.849 0.851 0.838 0.675|0.842 0.825 0.810 0.661 | 0.867 0.831 0.811 0.656 | 0.866 0.819 0.804 0.651
MRL [20] 0.887 0.869 0.867 0.859 | 0.871 0.865 0.861 0.854 | 0.848 0.846 0.838 0.811 | 0.843 0.8344 0.838 0.799
CLF [22] 0.884 0.856 0.803 0.741 | 0.867 0.840 0.798 0.743 | 0.871 0.855 0.820 0.757 | 0.878 0.852 0.813 0.758
CLF+MAE[14] | 0.877 0.848 0.794 0.771|0.853 0.841 0.791 0.754 | 0.864 0.837 0.811 0.761 | 0.853 0.832 0.798 0.763
RONO[12] 0.892 0.885 0.875 0.863 |0.892 0.875 0.860 0.857|0.883 0.861 0.852 0.827 | 0.881 0.854 0.845 0.822
DAC(Ours) [0.906 0.904 0.904 0.883|0.904 0.900 0.902 0.886|0.895 0.893 0.893 0.871|0.893 0.888 0.888 0.871
MRL* [20] 0.890 0.889 0.880 0.740 | 0.888 0.885 0.868 0.734 | 0.848 0.814 0.793 0.710 | 0.843 0.800 0.787 0.717
CLF* [22] 0.884 0.880 0.838 0.675 | 0.867 0.875 0.829 0.638 | 0.871 0.832 0.799 0.745 | 0.878 0.834 0.799 0.751
CLF*+MAE[14] | 0.883 0.878 0.844 0.679 | 0.880 0.876 0.829 0.644 | 0.864 0.830 0.818 750 |0.853 0.829 0.817 0.749
RONO*[12] 0.924 0.917 0.915 0.891|0.924 0.913 0.909 0.891|0.886 0.861 0.859 0.824 |0.885 0.856 0.850 0.830

DAC*(Ours) ‘0.925 0.925 0.924 0.897‘0.924 0.924 0.924 0.899|0.889 0.887 0.887 0.847|0.887 0.882 0.880 0.848
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Figure 4: Investigation of the division accuracy of MDD and the correction accuracy of the corrected labels generated by
self-correction strategy on ModelNet10 and ModelNet40 under 40% symmetric noise (Sym-40%) and 80% symmetric noise
(Sym-80%).
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Table 4: Performance comparison between several popular
cross-modal retrieval methods and their MDD application

ModelNet10 ModelNet40
Method Img — Pnt | Pnt — Img | Img — Pnt | Pnt — Img
04 08 |04 08| 04 08 |04 038
MRL [20] 0.859 0.687|0.849 0.684|0.784 0.573|0.773 0.535
MRL + MDD |0.892 0.815|0.887 0.862|0.842 0.759|0.857 0.743
A(%) +3.3 +12.8| +3.8 +17.8| +5.8 +18.6| +8.4 +20.8
CLF [22] 0.761 0.247|0.768 0.267|0.710 0.143]0.758 0.229
CLF+ MDD |0.886 0.782]0.882 0.763(0.833 0.520|0.829 0.527
A(%) +12.5 +53.5|+11.4 +49.6|+12.3 +37.7| +7.1 +29.8
RONO [12] |0.905 0.859|0.892 0.835|0.861 0.791{0.860 0.788
RONO + MDD|0.910 0.871]0.901 0.852|0.874 0.815|0.870 0.812
A(%) +0.5 +1.2 | +0.9 +1.7 | +1.3 +2.4 |+1.0 +2.4

Table 5: Performance on the Objacerse-N200 datasets.

Method Objaverse-N200
Img — Pnt | Pnt — Img

Openshape[29] 0.274 0.257
MRL[20] 0.260 0.252
CLF[22] 0.238 0.192
CLF[22]+MAE[14] | 0.237 0.192
RONO[12] 0.276 0.279
Ours 0.334 0.338

Table 6: Ablation studies for DAC on the on the ModelNet10
and ModelNet40 datasets with 0.4 and 0.8 symmetric noise.

MDD AAC ModelNet10 [41] ModelNet40 [41]
Img — Pnt | Pnt — Img | Img — Pnt | Pnt — Im,
Fu Fm| Lsem Linst SC oi 0.8 | 0.4 048g o.i 0.8 | 0.4 o.sg
VY| vV /10920 0.886(0.915 0.883/0.882 0.849(0.878 0.847
v v Vv /0911 0.853/0.902 0.851(0.858 0.796|0.850 0.789
VI Vv v /]0.915 0.881/0.910 0.880(0.880 0.843|0.877 0.837
SV v 0.915 0.880{0.912 0.879[0.871 0.822[0.864 0.811
VA IS 0.913 0.879]0.910 0.8750.867 0.812(0.859 0.803
VY 0.883 0.823[0.881 0.830(0.844 0.7500.848 0.746
v 0.869 0.746|0.867 0.741|0.820 0.657|0.822 0.640
v 0.775 0.395(0.770 0.265|0.752 0.424|0.754 0.331

structures (Add, Concat, Attention). Due to space limitation, the
investigation of i can be referred to our supplementary materials
and we use the Concat (feature concatenation) as our final ¢.

5.2 Comparison with state-of-the-arts

Results on traditional benchmarks. To evaluate our method,
we conduct detailed experiments on ModelNet10 and ModelNet40
[41] as shown in Tab. 2 and Tab. 3. As RONO employs a supervised

pre-trained point cloud encoder [39] for feature extraction, which
may bias the comparison, we also conduct experiments based on un-
supervised pre-trained point cloud encoder [1], denoted by * in the
results. And non-#* denote using supervised pre-trained point cloud
encoder, consistent with RONO’s protocol [12]. From these results,
we could obtain the following observations: 1) Improvements on
mAP. Overall, our model(DAC/DAC*) achieved superior results
compared to both unsupervised (DCCAE, UCCH, etc.) and super-
vised (MRL/MRL*, RONO/RONO*, etc.) methods across different
noisy ratios. Specifically, our model achieves 5.8% T on ModelNet40
under 80% symmetric noise and 3% T on ModelNet40 under 20%
asymmetric noise. 2) Robustness. The results reveal that previous
methods, including RONO*, are particularly vulnerable to noise,
especially at high noise levels, as evidenced by a 9.7% | (88.5% to
78.8%) in performance on ModelNet40 with 80% symmetric noise.
In contrast, our model exhibits exceptional robustness. Notably,
DAC* maintains almost imperceptible performance degradation
within 20%, 40%, and 60% symmetric noise. Remarkably, under 80%
symmetric noise, our model only suffers 4% | (88.9% to 84.9%). This
highlights the stronger robustness of our model. 3) Superiority
even without label noise Even without additional synthetic label
noise, our model exhibits superior performance, demonstrating the
effectiveness of our contrastive center loss. For clarity, the experi-
ments on ModelNet10/ModelNet40 in the remainder of the paper
employ unsupervised pre-trained point cloud encoder [1], unless
otherwise explicitly stated. And we use DAC as our model, without
distinguishing between DAC and DAC™.

Results on Objaverse-N200. To evaluate the robustness and effec-
tiveness of our model in realistic scenarios, we conduct experiments
on the realistic noisy benchmark: Objaverse-N200. The compar-
ison results are shown in Table 5. The results reveal that most
prior methods yield lower performance compared to unsupervised
approaches, indicating the complexity and challenge posed by real-
istic noise and these methods struggle to deal with the real-world
noise. In contrast, our DAC model outperforms the unsupervised
method openshape [29] significantly by 6.0%, which demonstrates
the effectiveness of our model against real-world noise.
Generality of MDD. To validate the generality of our MDD, we
integrate it with various popular traditional methods, including
MRL [20], CLF [22], and RONO [12]. As shown in Table 4, MDD
consistently brings substantial improvements across various noise
ratios for these methods. Notably, MDD boosts CLF’s performance
by an impressive 49.6% on ModelNet10 under 80% symmetric noise,
which demonstrates its superior capacity to handle severe noise.
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Table 7: Performance comparison of RONO [12] and our DAC
on trimodal ModelNet40 dataset [41]. For a convenience pre-
sentation, we abbreviate Image, Mesh, Point cloud, Query,
and Retrieval to Img, Msh, Pnt, Qry, and Retrv, respectively.

Qry

Img

Msh

Pnt

n Retrv

Img Msh Pnt

Img Msh Pnt

Img Msh Pnt

RONO
Ours

0.911 0.901 0.891
0.915 0.905 0.893

0.899 0.901 0.883
0.903 0.902 0.893

0.891 0.894 0.891
0.895 0.895 0.896

RONO

0.2
Ours

0.874 0.872 0.881
0.899 0.893 0.890

0.883 0.891 0.889
0.884 0.892 0.891

0.875 0.884 0.890
0.884 0.887 0.892

RONO

0.4
Ours

0.858 0.876 0.863
0.898 0.900 0.892

0.862 0.881 0.875
0.893 0.901 0.890

0.859 0.875 0.875
0.883 0.890 0.886

RONO

0.6
QOurs

0.842 0.853 0.851
0.890 0.891 0.886

0.857 0.857 0.862
0.882 0.889 0.883

0.843 0.868 0.872
0.880 0.884 0.884

RONO

0.8
Ours

0.828 0.842 0.842
0.889 0.883 0.885

0.842 0.868 0.866
0.878 0.877 0.876

0.841 0.864 0.868
0.880 0.876 0.882

Consequently, these results confirm the generality of our MDD in
enhancing existing methodologies.

5.3 More analysis

Investigation on Division and Self-Correction. We evaluate
the effectiveness of our proposed division strategy, MDD, and self-
correction strategy in AAC in Fig. 4. As depicted in 4(a) and (b), our
methods consistently exhibit high accuracy in both dividing and
correcting noisy samples across distinct datasets with varying noise
ratios. Notably, MDD attains division accuracy above 95% across
all noise levels, demonstrating its effectiveness and robustness. Ad-
ditionally, we investigate the impact of multimodal information
on division and correction, as depicted in 4(c) and (d). The inte-
gration of multimodal features brings performance improvement
for sample division and label correction, which is attributed to the
inherent richness of multimodal data, including depth insights from
3D data and multi-view information from 2D images. These findings
substantiate the complementary nature of distinct modalities.
Investigation on Multimodal loss distribution. We present
experimental results to investigate our proposed multimodal loss
distribution in Fig. 5 (a) and (b). Our results revealed the following
key insights: 1) Mitigating overfitting of unimodal data. By com-
paring the unimodal and multimodal loss distributions, we noticed
that false-labeled samples typically exhibit lower losses in the uni-
modal case, which can lead to overfitting and confirmation bias.
Conversely, in the multimodal loss distribution, the normalized loss
of these false-labeled samples is generally above 0.5, indicating a
higher level of robustness 2) Enhancing reliability of sample divi-
sion. The multimodal loss distribution exhibits a smaller overlap
between its components compared to the unimodal one, indicat-
ing a higher reliability in sample division. This is attributed to
the effective fusion of complementary information from different
modalities. More experiments of loss distribution can be referred
to our supplementary materials.

Ablation Study. To assess the effectiveness of MDD and AAC,
we conducted detailed ablation studies on ModelNet10 and Mod-
elNet40, as presented in Table 6. Comparing row 1 with rows 6,
7, and 8, adopting MDD to divide the noisy dataset before align-
ment significantly boosts model performance (9.9% and 10.1% T
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0.4 symmetric noise on the ModelNet40 dataset. Green/red
boxes indicate correct/wrong retrieval respectively.

for Sym-4% and Sym-80%), highlighting the effectiveness and ro-
bustness of our MDD. By comparing row 1 with row 2 and row 3,
we observe that it is insufficient to divide the noisy dataset based
on unimodal data. When adopting the fused multimodal feature
with Fy,, both the performance of ModelNet10 and ModelNet40
[41] can be improved significantly, especially under serve noisy
scenes, due to its adaptive capture of semantics. Moreover, combin-
ing both F,, and F, leads to additional performance gains (6.8% T
on ModelNet40 (Sym-80%)) as it addresses the confirmation bias of
the single classifier(F, /F,). Additionally, our AAC could further
improve model performance (3.6% on ModelNet40 with 80% sym-
metric noise), evidencing the effectiveness of adaptive alignment
and the reliability of corrected labels. These results demonstrate
the effectiveness of each component.

Parameter sensitivity. To evaluate the influence of threshold «
on RONO [12] and our DAC, we conducted experiments on Model-
Net40 [41] with 40% symmetric noise. As shown in Fig. 5 (c) and
(d), RONO [12] demonstrates significant sensitivity to a, resulting
in poor robustness and sub-optimal performance. Conversely, our
DAC exhibits superior and stable performance across various
values, indicating its robustness to the threshold a. And, we set «
as 0.5 in our experiments.

Further comparison with RONO. To thoroughly evaluate the per-
formance of our proposed DAC, we conducted extensive retrieval
and visualization experiments across three modalities (image, point
cloud, and mesh) on ModelNet10 and ModelNet40 [41], compar-
ing it with the state-of-the-art RONO [12]. The results, presented
in Tab.7 and Fig. 6, show that our DAC consistently outperforms
RONO across various noisy ratios, demonstrating the robustness
and effectiveness of our DAC.

6 CONCLUSION

In this paper, we propose a novel robust Divide-and-conquer Align-
ment and Correction framework (DAC) for noisy 2D-3D cross-
modal retrieval. Specifically, our DAC employs a novel Multimodal
Dynamic Division strategy to dynamically divide the noisy dataset
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based on the multimodal loss distribution. With the help of divi-
sion, we design an Adaptive Alignment and Correction strategy to
enhance the semantic compactness of representation while mining
the implicit semantics in noisy samples. In addition, we introduce
a challenging realistic noisy benchmark: Objaverse-N200. We con-
duct extensive experiments on both traditional 3D model datasets
and Objaverse-N200 to demonstrate the superior robustness and
effectiveness of our DAC against synthetic and realistic noise. Our
method also can be integrated with existing methods as a plug-and-
play strategy to achieve further improvement.

ACKNOWLEDGEMENT

The paper is supported in part by the National Natural Science
Foundation of China (No. 62325109, U21B2013).

REFERENCES

[1] Mohamed Afham, Isuru Dissanayake, Dinithi Dissanayake, Amaya Dharmasiri,
Kanchana Thilakarathna, and Ranga Rodrigo. 2022. Crosspoint: Self-supervised
cross-modal contrastive learning for 3d point cloud understanding. In Proceedings
of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 9902—
9912.

Galen Andrew, Raman Arora, Jeff Bilmes, and Karen Livescu. 2013. Deep canonical

correlation analysis. In International conference on machine learning. PMLR, 1247—

1255.

Devansh Arpit, Stanistaw Jastrzebski, Nicolas Ballas, David Krueger, Emmanuel

Bengio, Maxinder S Kanwal, Tegan Maharaj, Asja Fischer, Aaron Courville,

Yoshua Bengio, et al. 2017. A closer look at memorization in deep networks. In

International conference on machine learning. PMLR, 233-242.

Paolo Bellandi, Franco Docchio, and Giovanna Sansoni. 2013. Roboscan: a com-

bined 2D and 3D vision system for improved speed and flexibility in pick-and-

place operation. The International Journal of Advanced Manufacturing Technology

69 (2013), 1873-1886.

[5] Angel X Chang, Thomas Funkhouser, Leonidas Guibas, Pat Hanrahan, Qixing
Huang, Zimo Li, Silvio Savarese, Manolis Savva, Shuran Song, Hao Su, et al.
2015. Shapenet: An information-rich 3d model repository. arXiv preprint
arXiv:1512.03012 (2015).

[6] Pengfei Chen, Ben Ben Liao, Guangyong Chen, and Shengyu Zhang. 2019. Un-
derstanding and utilizing deep neural networks trained with noisy labels. In
International Conference on Machine Learning. PMLR, 1062-1070.

[7] Xinlei Chen and Abhinav Gupta. 2015. Webly supervised learning of convolu-
tional networks. In Proceedings of the IEEE international conference on computer
vision. 1431-1439.

[8] Matt Deitke, Ruoshi Liu, Matthew Wallingford, Huong Ngo, Oscar Michel, Aditya
Kusupati, Alan Fan, Christian Laforte, Vikram Voleti, Samir Yitzhak Gadre, et al.
2024. Objaverse-xl: A universe of 10m+ 3d objects. Advances in Neural Information
Processing Systems 36 (2024).

[9] Matt Deitke, Dustin Schwenk, Jordi Salvador, Luca Weihs, Oscar Michel, Eli

VanderBilt, Ludwig Schmidt, Kiana Ehsani, Aniruddha Kembhavi, and Ali Farhadi.

2023. Objaverse: A universe of annotated 3d objects. In Proceedings of the IEEE/CVF

conference on computer vision and pattern recognition.

Arthur P Dempster, Nan M Laird, and Donald B Rubin. 1977. Maximum likelihood

from incomplete data via the EM algorithm. Journal of the royal statistical society:

series B (methodological) 39, 1 (1977), 1-22.

[11] Yutong Feng, Yifan Feng, Haoxuan You, Xibin Zhao, and Yue Gao. 2019. Meshnet:

Mesh neural network for 3d shape representation. In Proceedings of the AAAI
conference on artificial intelligence, Vol. 33. 8279-8286.

&

(3

=

[4

=

[10

[12] Yanglin Feng, Hongyuan Zhu, Dezhong Peng, Xi Peng, and Peng Hu. 2023. RONO:
robust discriminative learning with noisy labels for 2D-3D cross-modal retrieval.
In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recog-
nition. 11610-11619.

[13] Belen Jiménez Fernandez-Palacios, Daniele Morabito, and Fabio Remondino. 2017.

Access to complex reality-based 3D models using virtual reality solutions. Journal
of cultural heritage 23 (2017), 40-48.

[14] Aritra Ghosh, Himanshu Kumar, and P Shanti Sastry. 2017. Robust loss functions
under label noise for deep neural networks. In Proceedings of the AAAI conference
on artificial intelligence, Vol. 31.

[15] Jacob Goldberger and Ehud Ben-Reuven. 2016. Training deep neural-networks
using a noise adaptation layer. In International conference on learning representa-
tions.

[16] Wen Gu, Xiaoyan Gu, Jingzi Gu, Bo Li, Zhi Xiong, and Weiping Wang. 2019.
Adversary guided asymmetric hashing for cross-modal retrieval. In Proceedings
of the 2019 on international conference on multimedia retrieval. 159-167.

(17]

(18

[19

[21

[22

[23

[24

™~
2

[26

[27

[28

[29

[31

[32

[33

&
=)

[35

[36

[37

[38

(39]

[40]

MM 24, October 28—-November 1, 2024, Melbourne, VIC, Australia.

Bo Han, Quanming Yao, Xingrui Yu, Gang Niu, Miao Xu, Weihua Hu, Ivor Tsang,
and Masashi Sugiyama. 2018. Co-teaching: Robust training of deep neural net-
works with extremely noisy labels. Advances in neural information processing
systems 31 (2018).

Kaiming He, Xiangyu Zhang, Shaoging Ren, and Jian Sun. 2016. Deep residual
learning for image recognition. In Proceedings of the IEEE conference on computer
vision and pattern recognition. 770-778.

Xinwei He, Yang Zhou, Zhichao Zhou, Song Bai, and Xiang Bai. 2018. Triplet-
center loss for multi-view 3d object retrieval. In Proceedings of the IEEE conference
on computer vision and pattern recognition. 1945-1954.

Peng Hu, Xi Peng, Hongyuan Zhu, Liangli Zhen, and Jie Lin. 2021. Learning
cross-modal retrieval with noisy labels. In Proceedings of the IEEE/CVF conference
on computer vision and pattern recognition. 5403-5413.

Peng Hu, Hongyuan Zhu, Jie Lin, Dezhong Peng, Yin-Ping Zhao, and Xi Peng.
2022. Unsupervised contrastive cross-modal hashing. IEEE Transactions on
Pattern Analysis and Machine Intelligence 45, 3 (2022), 3877-3889.

Longlong Jing, Elahe Vahdani, Jiaxing Tan, and Yingli Tian. 2021. Cross-Modal
Center Loss for 3D Cross-Modal Retrieval. In Proceedings of the IEEE/CVF confer-
ence on computer vision and pattern recognition.

Meina Kan, Shiguang Shan, Haihong Zhang, Shihong Lao, and Xilin Chen. 2015.
Multi-view discriminant analysis. IEEE transactions on pattern analysis and
machine intelligence 38, 1 (2015), 188-194.

Prannay Khosla, Piotr Teterwak, Chen Wang, Aaron Sarna, Yonglong Tian, Phillip
Isola, Aaron Maschinot, Ce Liu, and Dilip Krishnan. 2020. Supervised contrastive
learning. Advances in neural information processing systems 33 (2020), 18661—
18673.

Diederik P Kingma and Jimmy Ba. 2014. Adam: A method for stochastic opti-
mization. arXiv preprint arXiv:1412.6980 (2014).

Buyu Li, Wanli Ouyang, Lu Sheng, Xingyu Zeng, and Xiaogang Wang. 2019.
Gs3d: An efficient 3d object detection framework for autonomous driving. In
Proceedings of the IEEE/CVF conference on computer vision and pattern recognition.
1019-1028.

Junnan Li, Richard Socher, and Steven CH Hoi. 2020. Dividemix: Learning with
noisy labels as semi-supervised learning. arXiv preprint arXiv:2002.07394 (2020).
Pandeng Li, Hongtao Xie, Jiannan Ge, Lei Zhang, Shaobo Min, and Yongdong
Zhang. 2022. Dual-stream knowledge-preserving hashing for unsupervised video
retrieval. In European Conference on Computer Vision. Springer, 181-197.
Minghua Liu, Ruoxi Shi, Kaiming Kuang, Yinhao Zhu, Xuanlin Li, Shizhong
Han, Hong Cai, Fatih Porikli, and Hao Su. 2024. Openshape: Scaling up 3d
shape representation towards open-world understanding. Advances in Neural
Information Processing Systems 36 (2024).

Jan Rupnik and John Shawe-Taylor. 2010. Multi-view canonical correlation
analysis. In Conference on data mining and data warehouses (SiKDD 2010), Vol. 473.
1-4.

Yanyao Shen and Sujay Sanghavi. 2019. Learning with bad training data via
iterative trimmed loss minimization. In International Conference on Machine
Learning. PMLR, 5739-5748.

Hwanjun Song, Minseok Kim, and Jae-Gil Lee. 2019. Selfie: Refurbishing unclean
samples for robust deep learning. In International Conference on Machine Learning.
PMLR, 5907-5915.

Xibin Song, Peng Wang, Dingfu Zhou, Rui Zhu, Chenye Guan, Yuchao Dai, Hao
Su, Hongdong Li, and Ruigang Yang. 2019. Apollocar3d: A large 3d car instance
understanding benchmark for autonomous driving. In Proceedings of the IEEE/CVF
conference on computer vision and pattern recognition. 5452-5462.

Sainbayar Sukhbaatar, Joan Bruna, Manohar Paluri, Lubomir Bourdev, and Rob
Fergus. 2014. Training convolutional networks with noisy labels. arXiv preprint
arXiv:1406.2080 (2014).

Guofeng Tong, Ran Liu, and Jindong Tan. 2011. 3D information retrieval in
mobile robot vision based on spherical compound eye. In 2011 IEEE International
Conference on Robotics and Biomimetics. IEEE, 1895-1900.

Mikaela Angelina Uy, Quang-Hieu Pham, Binh-Son Hua, Thanh Nguyen, and
Sai-Kit Yeung. 2019. Revisiting point cloud classification: A new benchmark
dataset and classification model on real-world data. In ICCV.

Weiran Wang, Raman Arora, Karen Livescu, and Jeff Bilmes. 2015. On deep multi-
view representation learning. In International conference on machine learning.
PMLR, 1083-1092.

Xinshao Wang, Yang Hua, Elyor Kodirov, David A Clifton, and Neil M Robertson.
2021. Proselflc: Progressive self label correction for training robust deep neural
networks. In Proceedings of the IEEE/CVF conference on computer vision and pattern
recognition. 752-761.

Yue Wang, Yongbin Sun, Ziwei Liu, Sanjay E Sarma, Michael M Bronstein, and
Justin M Solomon. 2019. Dynamic graph cnn for learning on point clouds. ACM
Transactions on Graphics (tog) 38, 5 (2019), 1-12.

Zhen Wang, Guosheng Hu, and Qinghua Hu. 2020. Training noise-robust deep
neural networks via meta-learning. In Proceedings of the IEEE/CVF conference on
computer vision and pattern recognition. 4524-4533.



MM °24, October 28—-November 1, 2024, Melbourne, VIC, Australia. Chaofan Gan, Yuanpeng Tu, Yuxi Li, and Weiyao Lin

[41] Zhirong Wu, Shuran Song, Aditya Khosla, Fisher Yu, Linguang Zhang, Xiaoou [45] Liangli Zhen, Peng Hu, Xu Wang, and Dezhong Peng. 2019. Deep supervised

Tang, and Jianxiong Xiao. 2015. 3d shapenets: A deep representation for volu-
metric shapes. In Proceedings of the IEEE/CVF conference on computer vision and
pattern recognition.

Xiaofan Xu, Alireza Dehghani, David Corrigan, Sam Caulfield, and David
Moloney. 2016. Convolutional neural network for 3d object recognition us-
ing volumetric representation. In 2016 first international workshop on sensing,
processing and learning for intelligent machines (SPLINE). IEEE, 1-5.

Erkun Yang, Tongliang Liu, Cheng Deng, Wei Liu, and Dacheng Tao. 2019. Dis-
tillhash: Unsupervised deep hashing by distilling data pairs. In Proceedings of the
IEEE/CVF conference on computer vision and pattern recognition. 2946—-2955.

Jun Yu, Hao Zhou, Yibing Zhan, and Dacheng Tao. 2021. Deep graph-neighbor
coherence preserving network for unsupervised cross-modal hashing. In Pro-
ceedings of the AAAI conference on artificial intelligence, Vol. 35. 4626-4634.

cross-modal retrieval. In Proceedings of the IEEE/CVF conference on computer
vision and pattern recognition.

Guoging Zheng, Ahmed Hassan Awadallah, and Susan Dumais. 2021. Meta
label correction for noisy label learning. In Proceedings of the AAAI conference on
artificial intelligence, Vol. 35. 11053-11061.

Wenming Zheng, Xiaoyan Zhou, Cairong Zou, and Li Zhao. 2006. Facial ex-
pression recognition using kernel canonical correlation analysis (KCCA). IEEE
transactions on neural networks 17, 1 (2006), 233-238.

Junsheng Zhou, Jinsheng Wang, Baorui Ma, Yu-Shen Liu, Tiejun Huang, and

Xinlong Wang. 2023. Uni3d: Exploring unified 3d representation at scale. arXiv
preprint arXiv:2310.06773 (2023).



	Abstract
	1 Introduction
	2 Related Work
	2.1 Cross-modal Retrieval
	2.2 Learning with Noisy Labels

	3 Methodology
	3.1 Overview
	3.2 MDD: Multimodal Dynamic Division
	3.3 AAC: Adaptive Alignment and Correction

	4 Objaverse-N200
	5 Experiments
	5.1 Experimental Setup
	5.2 Comparison with state-of-the-arts
	5.3 More analysis

	6 Conclusion
	References

